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 Abstract 
 A three-variable discrete delay model is proposed for the circadian rhythm of 
the mammals with BMAL1, PER-CRY complex and REV-ERB �    protein concen-
trations as the dynamical variables. The delay model is phenomenological in 
nature rather than the precise description of all the underlying complex pro-
cesses. The goal of this paper is to study the effects of delay in the circadian 
rhythms of mammals that appears in both the positive and negative feedback 
loops of the model. The delay model exhibits 24-hour limit cycle oscillations, 
entrainment to light-dark (LD) cycles and phase response curves. The model is 
also found to exhibit quasiperiodic and chaotic oscillations under LD cycles when 
delay is varied. These are linked to non-24-hour sleep-wake syndrome and can-
cer incidence. The mutations in  Bmal1  –/–  ,  Per  Brdm  1 ,  Rev-Erb  �  –/–    are explained 
in terms of delay, whereas the double mutations  Per  Brdm  1 / Cry 2  –/–     and  Cry 1 –/– /  
Cry 2 –/–    are explained in terms of the strength of delayed positive and negative 
regulations. The delay model in essence captures the core mechanism of the 
mammalian circadian rhythms with a smaller number of variables and parame-
ters. 

 Copyright © 2006 S. Karger AG, Basel 

 Published online: August 31, 2006 

 DOI: 10.1159/000095479 

Fax +41 61 306 12 34

E-Mail karger@karger.ch

www.karger.com

 Accessible online at:

www.karger.com/cpu 

 Synopsis 
 Day aft er day for many years, our in-

ternal clocks wake us around sunrise and 
put us to sleep at night. It all seems so 
natural and works so smoothly that most 
of us scarcely wonder about the delicate 
nonlinear biochemistry that is involved, 
or the impressive fl exibility of its dynam-
ics. Th e human body’s natural rhythm is 
easily entrained by the 24-hour cycle of 
light and dark in our earthly environ-
ment. Our bodily rhythm adjusts itself 
naturally to any shift  in the phase of this 
light-dark cycle, if we take a long fl ight to 
another time zone. Yet such changes also 
entail a cost – the inevitable malaise of 
‘jet lag’ before your chemistry can re-ad-
just.

  Scientifi c studies of circadian rhythms 
– which we share with organisms ranging 
from elephants to crickets – date back   to 
the 18th century.   A number of studies 
have shown that circadian-like dynamics 
can be reproduced, with at least qualita-
tive accuracy, in nonlinear systems of or-
dinary diff erential equations represent-
ing the interactions of various genes and 
proteins. But many mysteries remain. 
Even in simple ‘model’ organisms, the 
underlying biochemical networks are ex-
ceedingly complex. Moreover, as Sriram 
and colleagues point out in this paper, 
most mathematical investigations have 
neglected one important biological fea-
ture – time delays. Biological regulation 
typically takes place through feedback, as 
the product of one reaction can serve to 
enhance or suppress another reaction. 
Th is is certainly true of circadian circuits, 
but, as the authors point out, for the cir-
cadian rhythms of model organisms such 
as  Drosophila  and  Neurospora , and for 
mammals, ‘there is always time lag asso-
ciated with biosynthesis and transport of 
regulatory protein to reach the site of ac-
tion and the time lag varies approximate-
ly between 8–12 h’. Hence, models of cir-
cadian rhythms should not really focus 
on ordinary diff erential equations, but on 
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 Introduction 
 A circadian rhythm is an oscillation 

with a period of approximately 24 h, 
which exhibits entrainment to environ-
mental light-dark (LD) cycles and shift -
ing of phase by light stimulation. Even 
though many theoretical models with or-
dinary diff erential equation (ODE) have 
been proposed based on the biochemical 
mechanisms for circadian rhythms  [1–4] , 
relatively few studies have been carried 
out with delay diff erential equations. De-
layed feedbacks are common and occur 
naturally in many biological systems and, 
in particular, the regulatory networks of 
circadian rhythms. It has been found that 
in circadian rhythms of Drosophila, Neu-
rospora, and mammalian systems of the 
wild type, there is always a time lag asso-
ciated with biosynthesis and transport of 
regulatory protein to reach the site of ac-
tion and the time lag varies approximate-
ly between 8 and 12 h.

  Recently, there has been a spurt of in-
terest in employing delay diff erential 
equations for the study of circadian 
rhythms  [5–9] . A model based on delay 
diff erential equations has the advantage 
of not having to specify all the processes 
explicitly and their eff ect on the dynam-
ics of the system can be lumped in the 
form of delay. Th is feature is interesting 
because most of the experimental data 
for the system of interest are still lacking, 
and some of the processes that are not 
well understood can be lumped in the 
form of delay and thus reduce the num-
ber of eff ective variables and parameters 
to be fi xed. Further, delay diff erential 
equation also releases the phase-space 
constraint of the system rendering the 
system infi nite dimensional  [10] . Th e 
disadvantage is that the nonlinear delay 
diff erential equations are notoriously dif-
fi cult to solve and the usual phase plane 
and geometrical methods cannot be car-
ried out for the system with delay.

  In this paper, we propose a delay mod-
el for the circadian rhythm of the mam-

diff erential equations that include de-
lays.

  In this paper, following a recent trend 
toward the consideration of such delays, 
Sriram and colleagues introduce and ex-
plore a three-variable delay model for cir-
cadian rhythms in mammals. Rather 
than attempting a precise description of 
all the underlying processes, their model 
is phenomenological, and takes as dy-
namical variables the concentrations of 
three key proteins – BMAL1, PER-CRY 
complex and REV-ERB � . Th eir aim is to 
build a model with a small number of 
variables that is nevertheless capable of 
illustrating how delays in important 
feedbacks may underlie interesting fea-
tures of real-world circadian rhythms. 
Among other things, their model exhib-
its 24-hour limit cycle oscillations, and 
natural entrainment to an alternative cy-
cle of light and dark over the same period. 
Intriguingly, the model also shows qua-
siperiodic and chaotic oscillations under 
some conditions, in a way that is reminis-
cent of the breakdown of circadian regu-
larity in certain health problems. Th is 
initial success, they suggest, demon-
strates the promise of relatively simple 
models based around time delays.

  Th e mammalian circadian circuit is so 
complex that researchers lack even a full 
list of its parts. Hence, there is as yet no 
way to build a complete model ‘from the 
bottom up’. Work in this spirit has pro-
duced models with extensive sets of 
equations – 19 in one study, 73 in anoth-
er – and will surely grow more complex 
with time. Detailed models of this kind 
have been used successfully to predict 
some features of the dynamics, such as 
the phase of entrainment to external 
stimuli and more detailed facts such as 
the time series of mRNA concentra-
tions.

  In contrast, other researchers have 
used ‘coarse grained’ variables to build 
simpler dynamical models that can still 
reproduce key qualitative aspects of the 

mals with three dynamical variables, 
with delay in all the variables. Th e goal is 
not to explain experimental details ex-
haustively or present any new evidence to 
look for some hitherto unexplored as-
pects, but to study the eff ect of delays, ex-
tracted from the experiments, on the dy-
namics of the system with a smaller num-
ber of variables and parameters. Th is is 
because the molecular mechanism of 
mammalian circadian rhythms at the cel-
lular level is too complex and the experi-
mentation is still underway. It is not pos-
sible to obtain a complete picture of the 
system. Th us only the core mechanism 
that drives the circadian rhythm is con-
sidered in this paper. Further, the delay 
model is phenomenological in nature 
rather than the precise description of all 
the underlying complex processes. In 
this way certain objectives are satisfi ed: 
(1) the complexity of the model is re-
duced due to delay, (2) the number of un-
known parameters is reduced to a mini-
mum, (3) the model has the ability to 
generate certain exotic dynamics such as 
quasiperiodicity and chaos that can be 
used to explain certain pathological fea-
tures in terms of delay, and fi nally (4) the 
description of the phenomenological de-
lay model in terms of Michaelis-Menten 
kinetics and Hill’s equation for repres-
sion is close to a more realistic modelling 
of circadian rhythms than the electronic 
Van der Pol oscillators that are widely 
used for the description of the circadian 
rhythms. Also, in spite of abstracting and 
reducing the model to a smaller number 
of variables and parameters, most of the 
features are exhibited by the model. Th us 
the present model can be used as a more 
realistic phenomenological model for the 
description of mammalian circadian 
rhythms than models such as electronic 
Van der Pol oscillators that are widely 
used. So, the delay model studied here 
has three delayed positive and negative 
regulations, with the delayed positive 
feedback loops modelled by Michaelis-
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dynamics. Here, Sriram et al. explore the 
importance of time delays, using a simple 
model that focuses on the concentrations 
of three proteins and a regulatory circuit 
shown in their fi gure 1. Th e authors have 
no way to ‘derive’ this circuit, but off er 
some motivating arguments for why 
these variables might off er a ‘core’ model 
of the process. For example, they argue 
that BMAL1 is the limiting factor in a 
crucial reaction that stimulates the pro-
duction of both PER-CRY (a complex of 
two proteins) and REV-ERB � .   Th e re-
sulting equations for this circuit, their 
equations 1–3, reveal two positive and 
two negative feedback loops. Th ese loops 
can be identifi ed in the circuit by tracing 
the possible pathways on which one fi nds 
an even or odd number of ‘–’ signs, as this 
indicates whether the overall loop tends 
to lead to increasing or decreasing levels 
of the proteins.

  Most signifi cantly, the model incorpo-
rates three time delays –  �  1 ,  �  2  and  �  3 . 
Th e fi rst implies, for example, that 
BMAL1 tends to lead to the production 
of PER-CRY, but only aft er a time delay of 
 �  1 . As the authors readily admit, specifi c 
values for these delays cannot be mea-
sured directly in experiments. Rather, 
each is meant to refl ect an eff ective delay 
brought about by the confl uence of many 
processes, including ‘translation, dimer-
ization, phosphorylation, nuclear entry 
and posttranslational modifi cation’. 
Based on extensive exploration of the 
model, seeking interesting dynamics 
similar to real circadian phenomena, 
they argue for plausible values of  �  1 =  
13 h,  �  2 = 6 h and  �  3  = 6 h.

  Th e bulk of the paper examines the 
dynamics of the model under a number 
of important conditions. Using a stan-
dard set of parameters listed in their ta-
ble 1, the authors fi rst explored the mod-
el in the absence of any light stimulation, 
fi nding a ‘baseline’ oscillation with a pe-
riod of 23.5 h (their fi g. 2). In particular, 
fi gure 2b shows the limit cycle of the 

Menten kinetics that describes satura-
tion behavior, while delayed negative 
regulations are modelled with Hill’s type 
of equation that describes a switch-like 
behavior. Th e form of interlocked posi-
tive and negative feedback loop is mod-
elled along the same lines as that of Smo-
len et al.  [8] . Th e role of delay in entrain-
ment, in explaining mutant phenotypes, 
and in the occurrence of certain physio-
logical disorders like sleep phase syn-
dromes is addressed in this paper. Even 
though many of these aspects have been 
addressed earlier by other groups, the 
novelty in our model is exploring it in 
terms of delay.

  Th e paper is organized in the follow-
ing manner. In section 2, the recent work 
carried out on mammalian circadian 
rhythms and a short description of the 
biological circuit and mathematical 
model for the present work are given. 
Section 3 explains the choice of time lag 
used in the model equations. In section 
4, the dynamics of free running oscilla-
tor, entrainment to LD cycles, phase re-
sponse curves, and robustness to param-
eter variations are presented. In sections 
5 and 6 the variation of delays and its im-
plications in sleep syndromes are pre-
sented. Th e mutant phenotypes and the 
existence of multiple oscillatory mecha-
nisms are presented in sections 7 and 8, 
respectively, followed by summary, con-
clusion and future direction of research.

  
Biological Circuit and 
Mathematical Model 
 Description of Earlier and Present 
Models for Mammalian Circadian 
Rhythms 
 In mammals, the transcription factors 

CLOCK and BMAL1 form dimers to ac-
tivate the transcription of  Per  (period) 
and  Cry  (cryptochrome) genes. PER and 
CRY proteins, when they reach a critical 
concentration, attenuate the CLOCK/
BMAL1-mediated activation of their 
own genes in a negative feedback loop. 

PER2 protein plays a positive role in 
 Bmal1  transcription thus establishing 
the positive feed-forward loop  [11] . 
 Bmal1  expression is subjected to negative 
autoregulation through the product of 
the  Rev-Erb  �    gene.  Rev-Erb  �    itself is ac-
tivated by BMAL1-CLOCK and negative-
ly regulated by PER2  [12, 13] .

  Th e earlier ODE model by Leloup and 
Goldbeter  [14, 15]  for the circadian oscil-
lations of mammals are based upon the 
interlocked positive and negative regula-
tions exerted on  Per ,  Cry  and  Bmal1  
genes by their protein products. Th eir 
model contains 19 coupled equations 
with 53 parameters and accounts for 
physiological disorders and the existence 
of multiple sources of oscillatory behav-
ior. Recently, Forger and Peskin  [16, 17]  
have developed a detailed, distinctly 
mammalian model by using the mass ac-
tion kinetics with 73 diff erential equa-
tions. Th e parameters of their model, 
found by co-ordinate search method, ac-
curately predicted the phase of the en-
trainment, amplitude of the oscillation 
and the time series of the mRNA and pro-
tein concentrations. Th eir model was 
also found to be robust to parameter vari-
ations and mutations. Becker-Weimann 
et al.  [18, 19]  have investigated the inter-
dependency of the positive and negative 
feedback loop on the oscillation dynam-
ics. Th ey also proposed and predicted the 
occurrence of unexpected double mutant 
phenotypes.

  In formulating the present model 
BMAL1 (B), PER-CRY (P) complex and 
REV-ERB �    (R) protein concentrations 
are considered as the dynamical vari-
ables. Th e biological circuit is shown in 
 fi gure 1 . Th e transcriptional activators 
CLOCK and BMAL1 form a heterodimer 
which positively regulates  Per ,  Cry  and 
 Rev-Erb  �    genes. In the model, only 
BMAL1 is considered as the dynamical 
variable because CLOCK protein does 
not oscillate and BMAL1 appears to be 
the limiting factor for the formation of 
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BMAL1-CLOCK heterodimer  [11] . PER-
CRY complex is taken as another dynam-
ical variable because PER and CRY ex-
pressions are positively coregulated by 
BMAL1-CLOCK  [20] . Th eir phases are 
also similar. Furthermore, they both neg-
atively regulate BMAL1 and CLOCK ac-
tivity  [21, 22] , but the exact diff erential 
regulation of both  Cry  and  Per  genes in 
the core oscillator is not well known. In 
this model, the role of PER-CRY complex 
is 2-fold. First, PER-CRY complex binds 
BMAL1-CLOCK to indirectly repress its 
own production and that of  REV-ERB  � . 
Second, aft er complexation with BMAL1-
CLOCK, it is assumed in our model that 
free PER-CRY complex activates both 
 Bmal1  transcription and also attenuates 
the production of REV-ERB �    protein by 
regulating the  Rev-Erb  �    gene. REV-
ERB � , the negative regulator of BMAL1, 
is taken as the third dynamical variable. 
Th e repression of  REV-ERB  �    is explicitly 
considered in the model, even though in-
direct repression is suffi  cient for model-
ling. Th us broadly, there are three nega-

three variables  B ,  P  and  R , that is, the tra-
jectory of a point with coordinates  B ( t ), 
 P ( t ) and  R ( t ). Importantly, this behavior 
is in most cases qualitatively robust to 
changes in the parameter values of about 
10%, as shown in fi gure 3. Of particular 
note, variations in the delays  �  1 ,  �  2  and 
 �  3  alter the amplitude and period of the 
circadian rhythm, as displayed in more 
detail in the authors’ later fi gure 5. One 
qualitative conclusion that emerges from 
these studies is that changes in these de-
lays generally have more infl uence than 
do changes to other parameters in the 
model.

 Baseline oscillation, of course, is only 
one aspect of real-world circadian cir-
cuits. To be useful, the model should do 
much more, and the authors go on to 
show that it can. Biologists know that the 
phase of the mammalian circadian cycle 
can be altered by short intervals of illu-
mination, especially at nighttime. Vari-
ous mechanisms make the circadian 
chemistry sensitive to light, which can 
infl uence the concentrations of particu-
lar proteins, pushing the biochemical cy-
cle to a diff erent phase. To explain this 
eff ect, Sriram and colleagues note that 
the parameter  v  m  sets the rate of produc-
tion of the PER-CRY complex. In mam-
mals, light should stimulate such pro-
duction because it increases the rate of 
transcription of the  Per  gene. So  v  m  is the 
proper ‘handle’ to model light stimula-
tion in the circuit. Hence, they ran a se-
ries of simulations in which  v  m  remained 
at a base value of 0.7 always, except for an 
interval of 1 h when it jumped to 1.0, re-
fl ecting a virtual 1-hour burst of light ap-
plied somewhere in the cycle. Th e results 
(fi g. 4a) show biologically realistic be-
havior, with the phase of the cycle chang-
ing by up to 4 h.

  As the authors admit, however, the 
model is not perfect. As it turns out, 
mammals do not show any phase sensi-
tivity if light is applied during certain 
‘dead zones’ of the cycle; an hour of extra 

tive and positive feedback loops, with 
BMAL1-CLOCK acting as positive limb 
and PER-CRY acting as negative limb 
 [12] . Th e reduced model consists of three 
dynamical variables, namely BMAL1, 
PER-CRY complex and REV-ERB �    pro-
teins. Th e following are the correspond-
ing delay diff erential equations:
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 Here B and P are the protein concen-
trations of BMAL1 and CRY-PER com-
plexes, while R is the concentration of 
REV-ERB � . P f    is the free PER-CRY com-
plex (P f  = P – B) and P f  = 0 if P  !  B. Th e 
interlocked feedback loop of BMAL1 and 
PER-CRY complex is modelled in a simi-
lar way to that of Smolen et al.  [8]  to ac-

BMAL1
(B)

PER-CRY
(P)

REV-ERB
(R)

+ 1

+ 1

+ 2

– 2

– 2– 3

  Fig. 1.  Schematic representation of the present model for the mammalian rhythm. B, P and 
R are the BMAL1 protein, PER-CRY complex, and REV-ERB �  proteins, respectively.  �  1  is the 
delay in the positive feedback from B to initiate the synthesis of PER-CRY protein. The delay 
 �  1  is also the delayed positive feedback from B to initiate the synthesis of REV-ERB �  protein. 
 �  2  is the time delay for the PER-CRY protein to activate and suppress BMAL1 and REV-ERB �  
protein, respectively, and to suppress its own production.  �  3  is the time delay for REV-ERB �  
protein to suppress the production of BMAL1. See text for further details. 
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light in mid aft ernoon typically has no 
eff ect, for example. In the model consid-
ered here, the phase shift  observed dur-
ing the day is small, yet the dynamics do 
not show any dead zones.

  Another central feature of the mam-
malian circadian clock is its sensitivity to 
entrainment by the periodic light-dark 
cycle. Th e model also shows this behav-
ior, as demonstrated in fi gure 4b. With-
out any light, the cycle runs with a period 
of 23.5 h, which then changes to 24 h to 
match the cycle of the external light. In-
terestingly, the authors also point out that 
small changes in the delay  �  2  induce a 
shift  in the phase of the circadian clock, 
and in a way that suggests the symptoms 
of common sleep disorders. Individuals 
with ‘advanced’ or ‘delayed’ sleep phase 
syndromes fi nd their sleep-wake cycles 
slightly off  from the natural light cycle, 
making it diffi  cult to sleep at night or to 
wake in the morning, for example.

  A third interesting feature of the mod-
el is its ability to show irregular dynamics 
for other values of the delay  �  2 , again in 
the presence of a periodic light-dark cy-
cle. In some cases, despite the regularity 
of the light cycle, the circadian clock nev-
er falls into a steady rhythm, but behaves 
erratically instead. In particular, chaotic 
dynamics is shown in the authors’ fi gure 
6. Figure 6a is a bifurcation diagram 
showing the maximum value of the vari-
able  P  for diff erent values of the delay  �  2 . 
Clearly, the nature of the dynamics is in 
many cases extremely sensitive to small 
changes in  �  2 . More importantly, the pro-
tein concentrations for some values of  �  2  
vary with a broad range of component 
frequencies (as shown in the power spec-
trum in fi g. 6d), a classic sign of chaos 
and highly irregular behavior. Noncha-
otic but quasiperiodic behavior is re-
vealed in fi gure 7. As the authors point 
out, such irregular dynamics and lack of 
entrainment to the light-dark cycle have 
been observed in some blind people, for 
whom one might naturally expect the en-

count for the interdependency of BMAL1 
and PER-CRY complex proteins.  v  s,p,r,c,d,m   
 are the rates at which the proteins are 
synthesized and the production rate  v  m    of 
PER-CRY complex increases in the light 
phase. Th e model has two positive and 
negative feedback loops. Th e delayed 
negative feedback loop of PER-CRY com-
plex is interlocked with a delayed positive 
feedback loop of BMAL1. Th e other pa-
rameters are the Michaelis constants 
 k  1,2,4,5,7,8 , the Hill’s coeffi  cients,  n  1,2,3  
characterizing the degree of co-operativ-
ity of the repression processes;  k  3,6,9  are 
the fi rst-order degradation constants of 
 B ,  P  and  R , respectively.

  Th e present model diff ers from other 
models described earlier as regards the 
following aspects: (1) Proteins are only 
considered as dynamical variables with 
delay incorporated in them. (2) Th e delay 
in the model is extracted from the exper-
iments and the phosphorylation and di-
merization reactions are not explicitly 
considered. Th e delays  �  1,2,3  are intro-
duced in the model to signify the time 
taken for translation, dimerization, phos-
phorylation, nuclear entry and post-
translational modifi cation, as the num-
ber of phosphorylation reactions in the 
dynamical variables is not exactly known, 
but appears to be high. Th erefore the 
number of variables and parameters cho-
sen are considerably fewer than in the 
rest of the models. (3) Many pathological 
features, like sleep phase syndromes and 
cancer incidence are explained in terms 
of delays. (4) Finally, the model has an 
equal number of positive and negative 
regulations, with positive regulation 
modelled by Michaelis-Menten kinetics, 
whereas the negative regulations are 
modelled by Hill’s type of equation. Each 
equation thus has two terms: a delayed 
positive reulation and a delayed negative 
regulation.

  Choice of Delays and General 
Remarks 
 Th e choice of delays in the model is 

based on the following reasoning. It has 
recently been reported by Tamura et al. 
 [23]  that the nucleocytoplasmic shuttling 
and phosphorylation states of BMAL1 
are regulated by the circadian clock, and 
this temporally regulated and time de-
layed nuclear entry of BMAL1 is impor-
tant for the maintenance of a stable oscil-
lating clock. Th e time delay is in the order 
of 12–13 h, which is much more than the 
time delay between  Per1 / Per2  transcrip-
tion and PER1/PER2 protein accumula-
tion in the nucleus, which is approxi-
mately 6–9 h  [24–27] . For the present 
model the time delays are taken to be 
13 h for BMAL1 activation of  Per ,  Cry  and 
 Rev-Erb  �    genes, 6 h for  Per  activation of 
 Bmal1 , suppression of  Rev-Erb  �    and its 
own product, and fi nally 6 h for REV-
ERB �    to suppress  Bmal1  transcript, even 
though its exact time delay is not known. 
All the cellular processes occur at very 
short time scales while circadian clock 
processes occur at long time scales. An 
intuitive explanation can be given for the 
occurrence of 24 h circadian oscillations 
in terms of delay. In our model, the over-
all time delay for the positive and nega-
tive regulation is approximately one cir-
cadian cycle. Delayed BMAL1 activation 
(13 h) of PER-CRY complex and REV-
ERB �    constitutes half of the circadian 
cycle. Delayed activation and suppres-
sion of BMAL1 and REV-ERB � ,   respec-
tively, by PER-CRY complex and its own 
suppression (6 h) constitutes quarter of 
the cycle. Since the time delay for REV-
ERB �    repressing the BMAL1 is not 
known, it is assumed to be 6 h, which is 
another quarter of the circadian cycle. In 
totality, half of the circadian cycle 
amounts to a delay in positive regulation 
(BMAL1 activation) and another half is 
the negative regulation (PER-CRY and 
REV-ERB �    put together). Th e interplay 
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training link to the light-dark cycle to be 
weak. Th ey also suggest that such ‘wan-
dering’ rhythms may be linked also to the 
incidence of some cancers.

  Th e authors fi nally show also how the 
model can account, in qualitative terms, 
for variant phenotypes seen in several 
mammalian mutants. Mutations aff ect 
key proteins in the biochemistry of circa-
dian rhythms, and can easily destroy 
such oscillations altogether. But it does 
not require detailed molecular models to 
explore such eff ects, which may arise 
from secondary changes in the delay pa-
rameters. Th e authors show in several 
cases how these parameters seem to off er 
a ‘natural’ level for explanation, as pa-
rameter changes lead to signifi cantly al-
tered phenotypes of the kind seen in 
common mutations.

  Again, this illustrates that the delays 
 �  1 ,  �  2  and  �  3  seem to be highly relevant 
variables. Establishing this basic point, in 
fact, may be the most signifi cant achieve-
ment of this paper, and suggests that fur-
ther focus on the role of delays may lead 
to rapid advance in our understanding of 
circadian rhythms in many organisms.

   Mark Buchanan 
 

of delayed positive and negative feedback 
loops contributes to one circadian cycle.

  Dynamics of Free Running 
System at Constant Darkness 
 In our model there are overall 21 pa-

rameters, including the three delays. 
Among the three delays,  �  1,2  are essential 
for circadian oscillations (see sections 7 
and 8 for variations in delays). A stan-
dard parameter set ( table 1 ), chosen by 
trial and error variations, is used in sim-
ulation under constant darkness (DD). 
Th e parameter values are also chosen 
based on other constraints set by experi-
mental observations such as the ability of 
the model to explain entrainment curves, 
mutant phenotypes and certain physio-
logical disorders. In our model, the oscil-
lations of BMAL1 and PER-CRY complex 
are approximately antiphase to each oth-

er as observed in the experiments  [13] . 
Th e period of the oscillation is 23.5 h 
( fi g. 2 a, b). Th e model exhibits oscilla-
tions when stochastic simulations are 
performed by Gillespie’s algorithm  [28] 
 ( fi g. 2c ) and appears to be robust to inter-
nal noise (see section 8 for discussion). 
Th e methodology followed for internal 
noise simulation using Gillespie’s algo-
rithm is the same as that of Smolen et al. 
 [8] .

  Th e period and amplitude of circadian 
rhythms should be robust to small varia-
tions in the parameters. In this study, the 
standard set of values ( table 1 ) was cho-
sen initially and each individual param-
eter is then changed by  8 10% of the 
standard parameter set. Th e amplitude 
was measured as the peak to trough con-
centration diff erence of PER-CRY pro-
tein. Th e corresponding scatter plot is 
shown in  fi gure 3 . Th e period and ampli-
tude of the free running rhythm of PER-
CRY protein are 23.5 h and 1.132 nM     re-
spectively, under DD. To identify the sen-
sitivity of the parameters in each equation, 
the parameters are divided into four 
groups, namely parameters in the posi-
tive feed back loops, negative feedback 
loops, degradation rates and fi nally the 
three delays. Oscillations are not pre-
served in all the simulations and the ap-
pearance of the oscillations did change 
from the controlled oscillations for some 
of the parameters. Dampened oscilla-
tions are obtained for parameters  v  d    and 
 k  2  that are present in the interlocked 
feedback loops. Dampened oscillations 
are also obtained when  �  2  lies between 
5.4 and 5.9 h, that falls in the –10% range, 
but between 3–5 and 6–16 h robust oscil-
lations are obtained (see further details 
of delay variations in section 5). Delays 
 �  +1,+2  (here, +1 and +2 are +10% chang-
es in the parameter in delay  �  1  and  �  2 ), 
are most sensitive to small changes and 
the period and amplitude varied by more 
than 45%. Th e rest of the parameters var-
ied by only 30% in response to the 10% 

Table 1. Parameter values for the free run-
ning rhythms for three-variable delay model 
of mammalian circadian rhythm

Parameter Value used in simulation

vs 4 nM h–1

vd 0.97 nM h–1

vp 1.0 nM h–1

vm 0.7 nM h–1

vr 0.1 nM h–1

vc 1.0 nM h–1

k1 0.5 nM

k2 2.0 nM

k3 0.21 h–1

k4 0.9 nM

k5 0.6 nM

k6 0.45 h–1

k7 0.1 nM

k8 0.1 nM

k9 0.45 h–1

n1 2.0

n2 2.0

n3 2.0

d1 13 h

d2 6 h

d3 6 h
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variation ( fi g. 3 ). Among the parameters 
in the negative and positive feedback 
loop, the parameters in the positive feed-
back loops are highly sensitive. Th e deg-
radation rates are also sensitive to chang-
es, but not as sensitive as delay or other 
parameters in positive feedback loops. To 
summarize this section, the sensitivity of 
parameters that are divided into four 

groups can be ordered as follows: delay  1  
positive feedback loops  1  degradation 
rates  1  negative feedback loops.

  Phase Response Curves 
 Phase response curves are obtained by 

perturbing for 1 h the PER-CRY complex 
production rate  v  m    as described below. In 
mammals, light induces  Per  transcrip-

tion more strongly than it aff ects PER 
protein degradation. As we have consid-
ered only proteins as dynamical variable, 
it is assumed here that the PER protein 
concentration increases proportionately 
with the increase of  Per  mRNA transcript 
in the presence of light. In simulation, the 
initial phase of 0 h of the unperturbed 
rhythm corresponds to the minimum of 
PER-CRY protein concentration. Th is is 
taken as the beginning of the subjective 
day.

  In mammals, light pulses cause phase 
delays in the early subjective night, phase 
advances in the late subjective night, and 
no phase shift s during the subjective day 
 [29] . In simulation, the light-sensitive 
parameter  v  m  is applied as a square wave 
pulse of basal value 0.7 and maximum of 
1.0 for 2 h, and the perturbation is start-
ed at the minimum of PER-CRY protein 
concentration. When the light pulse is 
applied at and near the minimum, the 
phase of PER-CRY oscillation is ad-
vanced. A phase advance of up to 4 h is 
obtained between the phases 0 and 7 h. 
Phase advance is also seen in the late sub-
jective night between the phases 22–
23.5 h ( fi g. 4a ). No explicit dead zone is 
obtained in our delay model, but the 
phase shift s during subjective day are 
smaller. Phase response curves have also 
been obtained for diff erent durations and 
intensities (not shown), but the shape of 
phase response curves remained the 
same. At present it is not known why 
dead zones are not observed in our mod-
el. Recently, Geier et al.  [30] , in their 
model for mammalian circadian rhythm, 
have found no dead zones during subjec-
tive day, but when phase-dependent gat-
ing terms were included in their model, 
they observed dead zones. It may thus be 
interesting to suitably incorporate gating 
terms in our models as delayed variables 
to study the nature of phase response 
curves. To conclude this section, no dead 
zones are obtained during the subjective 
day, but phase delays are observed during 
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  Fig. 2.   a  Sustained oscillations generated by the model. The BMAL1 protein (black continuous 
line) is approximately in antiphase to proteins PER-CRY protein (black dotted lines) and REV-
ERB �  (black dashed-dotted lines). The time series were obtained by numerical integration of 
delay equations 1, 2 and 3 under DD for the standard parameter set (table 1).  b  The limit cycle 
in the model of circadian oscillations corresponding to  a . All the simulations were performed 
using a fourth-order Runge-Kutta algorithm, with a step size of 0.01 h.  c  Robustness of mam-
malian circadian rhythms to internal noise and time courses of different concentrations. 
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the early subjective night and phase ad-
vances during the late subjective night.

  
Entrainment to Periodic Variation: 
Explanation for Sleep Disorders in 
Terms of Delay  �  2  
 Periodic external stimulations by light 

are studied by periodically switching on 
and off  the light sensitive parameter  v  m . 
Th e entrainment of the oscillator is found 
to occur to external periodic stimulation 
of 12:   12 LD cycles ( fi g. 4b ). Th e param-
eter is set to a low value (v m  = 0.7) during 
the dark phase and is increased up to a 
higher value (v m  = 3) during the light 
phase. Aft er all the transients have died 
down, the system is found to be phase 
locked to the external stimulus, which is 
24 h, whereas the autonomous oscilla-
tions in DD are 23.5 h. In our model the 
rising and falling phase of PER-CRY com-
plex partly coincides with the LD cycles. 
Th e entrainment of the oscillator is found 
to be sensitive to delay. Th e delay  �  2  is 
chosen as the variant because it is pre-
sumed that the changes in the concentra-
tion of PER-CRY complex caused by light 

will correspondingly aff ect the changes 
in the delay  �  2  in the feedback. When the 
delay  �  2  is changed from 6 to 8 h for the 
same LD values, the phase of the oscilla-
tor is delayed with the maxima shift ing 
by around 2.6 h with respect to the en-
trained curves for the normal set of pa-
rameter values. Th e rising and falling 
phase of the oscillators coincides well 
with the LD cycle. Th is may be due to the 
interplay of production rate  v  m    and the 
delay  �  2 . Light enhances the production 
of  Per  transcript and thereby increases 
PER concentration. However, the tran-
scription is attenuated by the autoregula-
tory feedback loop of PER-CRY complex. 
For large delays (8 h) the transport of 
PER-CRY complex to the nucleus is slow-
er and correspondingly the attenuation 
too is slower. Th is causes the PER-CRY 
complex to fall slowly. Th e reverse is the 
case when the delay takes on a smaller 
value.

  Th e variation of phases with the 
changes in delay  �  2  can be related to sleep 
syndromes. Th e advanced sleep phase 
syndrome (ASPS) is characterized by 

evening sleepiness with the onset of sleep 
much earlier than desired. In humans, 
this disorder is associated with the muta-
tion in PER2 phosphorylation sites that 
induces a faster accumulation of PER2, 
an acceleration of clock feedback loops, 
shortened circadian period and advanced 
phase shift ing  [31] . Th e delayed sleep 
phase syndrome (DSPS) is characterized 
by an inability to fall asleep or to awake 
spontaneously at the desired times. It is 
associated with sleep onset and wake 
times that are intractably later than de-
sired. It has been proposed  [32]  that al-
teration in CKI �    phosphorylation of 
 hPer3  gene may be responsible for the 
DSPS syndrome that results in phase de-
lay. In our model, when the delay  �  2  is 
increased or decreased under 12:   12 LD 
cycles the phase is advanced or delayed, 
respectively, which accounts for ASPS 
and DSPS. Further implications of delays 
in both DD and LD are discussed in the 
next two sections.

  Effect of Variation in the 
Delays   �   1 ,   �   2  and   �   3  under DD 
 As explained in the earlier sections, 

one of the processes that is lumped in the 
form of delay in our model is that of phos-
phorylation reactions. Phosphorylation 
is one of the most common types of pro-
tein modifi cations that has been impli-
cated not only in determining protein 
stability, but has also been shown to reg-
ulate diff erent cellular activities  [33–35] . 
It is found that the variation of all the 
three delays produced variations in the 
period ( fi g. 5 ). Oscillations are not ob-
tained in the absence of delay  �  1  or  �  2  
and in its absence the variation in param-
eters did not bring about any oscillations. 
Oscillations are obtained in the absence 
of delay  �  3 , but the period and amplitude 
varied. As the delay  �  1  or  �  2  is varied, 
keeping all the other parameters con-
stant, the period also varied accordingly, 
but once the delay  �  2  is decreased to a 
certain value (5 h), the period of the oscil-
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lator abruptly decreases. Th is may be be-
cause PER-CRY complex proteins enter 
the site of action very rapidly and conse-
quently its own repression as well as that 
of REV-ERB �  takes place rapidly. Th is 
causes a considerable decrease in the 
concentration of all the proteins, result-
ing in a much shorter period. Also the 
complexation of the PER-CRY complex 
with BMAL1 takes place rapidly thus not 
allowing it to effi  ciently activate  Per / Cry  
and  Rev-Erb  �    genes. Th e amplitude of 
the PER-CRY complex decreases by 75% 
in comparison to normal free running 
rhythm. When delay  �  2  takes on values 
between 5.4 and 5.9 h, dampened oscil-
lations are obtained whereas between 3–
5 and 6–16 h robust oscillations are ob-
tained. In the delay range between 5.4 
and 5.9 h, the oscillations are retained 
when delay time is compensated by the 
delay  �  1  of the positive feedback loop. For 
example, when the delay  �  2  is changed 
from 6 to 5.4 h (diff erence of 0.6 h with 
respect to standard type), dampened os-
cillations are obtained, whereas when the 
time lag  �  1  in positive feedback loop is 
increased from 13 to 13.6 h, oscillations 
are retained, but the period and ampli-
tude deviate largely from the circadian 
period. In other words, if the negative 
feedback is compensated by the positive 
feedback delay, oscillations are retained. 
However, other parameters may also 
bring about oscillations, but the compen-
sation by delay appears to be most favor-
able. Th is suggests that there is some 
compensation by other feedback loops 
that keeps the oscillations in the system 
intact. Th e eff ect of changing  �  1  also 
brings about large changes in the period 
when the delay is lowered to 2 h or in-
creased to 14 h. Th e delay also brings 
about various dynamical changes and in 
the next section the eff ect of varying de-
lay  �  2  under periodic LD cycles and its 
implications in physiological disorders 
are discussed.
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  Effect of Delay   �   2  and 
Periodic Forcing by LD Cycles: 
Explanation for Non-24-Hour 
Sleep Syndrome and Cancer 
Incidence 
 Most of the delay models that have 

been proposed so far for the circadian 
rhythms are found to exhibit only peri-
odic oscillations, which are limit cycles in 
nature. However, for  Drosophila , the ODE 
model proposed by Leloup et al.  [2, 3]  
was found to exhibit autonomous chaotic 
oscillations for a narrow parameter re-
gime under constant DD conditions. 
Nonautonomous chaos has also been ob-
tained in conditions of periodic forcing 
by LD cycles in the case of  Neurospora  
 [36] . Nonautonomous chaos is observed 
in our three-variable delay model in the 

conditions of constant periodic forcing 
by LD (12:   12) cycles and by varying the 
delay  �  2 , keeping other parameters con-
stant with  �  1  taken to be 12 h. Th e light-
controlled parameter  v  m    takes a square 
wave function from 0.7 to 1.0. For this 
intensity, the delay  �  2  is varied over a 
wide range of values. Apart from limit 
cycle oscillations, quasiperiodic and cha-
otic oscillations have also been observed 
in the system ( fi g. 6 ). It is well known that 
the lack of entrainment in the 24-hour 
sleep-wake cycle is linked to a physiolog-
ical disorder  [37] . Th e non-24-hour 
sleep-wake syndrome and lack of en-
trainment are more frequently observed 
in blind patients. A period of long days 
with 24–40 h without sleep followed by 
14–24 h of uninterrupted sleep occurs in 

blind patients. Th is amounts to a lack of 
entrainment of the circadian cycle to the 
LD cycles. Th e lack of entrainment to the 
LD cycle is simulated in our model by 
varying the delay  �  2  of PER-CRY com-
plex under the infl uence of the 12:   12 LD 
cycle. Even though mutation screening 
analysis of human  Per3  and  Clock  genes 
have not yet revealed an association with 
the non-24-hour sleep-wake syndrome, 
there is a possibility that this may be the 
cause of the syndrome  [32] . It is shown 
here that the occurrence of the disorder 
in a constant 12:   12 LD cycle by varying 
the delay  �  2  in the feedback loop of PER-
CRY complex gives rise to quasiperiodic 
oscillations. Th e quasiperiodic oscilla-
tions are obtained when delay  �  2  is in-
creased to 8 h ( fi g. 7 ). Th e lack of entrain-
ment to LD cycles points to the fact that 
the delay in the PER-CRY complex to 
reach the site of action under the LD cycle 
leads to the loss of entrainment. Th e dis-
order may be due to the lack of an im-
properly delayed negative feedback from 
the PER-CRY complex, even though it is 
not established experimentally.

  Chaos is also obtained for certain de-
lay values and one such case is shown in 
 fi gure 6 , when the delay is reduced to 3 h. 
Th e power spectrum has a broad range of 
frequencies, which supports the occur-
rence of chaotic phenomena. Th e chaos 
in circadian alterations can be linked to 
cancer incidence, as recent animal stud-
ies have shed light on the links between 
circadian rhythm and cancer incidence. 
Mice with mutations in the  mPer2  gene 
are prone to tumor development and ear-
ly death  [38] . It has been found that the 
circadian rhythms of patients affl  icted 
with cancer exhibited diminished ampli-
tude, phase shift s, abrupt period changes 
and erratic peaks and troughs  [39] . Th ese 
data suggest that the chaos in circadian 
rhythms may serve as a marker for tumor 
status.
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  Simulation of Mutant 
Phenotypes 
 Simulation of Mutant Phenotypes 
by Variation in Delay 
 Variations in delays  �  1  and  �  2  of posi-

tive and negative feedback loops are used 
to simulate the gene mutant phenotypes. 
In experiments, mutation in  Bmal 1 –/–    re-
sults in complete loss of oscillations and 
the phenotype is arrhythmic. Th is is sim-
ulated by setting  �  1  to 0 and therefore 
BMAL1, PER-CRY complex and REV-
ERB �    reach a very low concentration. 
Th e mutation in  Per2  gene is simulated 
based on the following reasoning. In our 
model, we have not separately consid-
ered  Per  and  Cry  genes and have taken 
the PER-CRY complex as one dynamical 
variable. Th e role of PER2 is 2-fold: to ac-
tivate  Bmal1  and repress  Rev-Erb  � . PER2 
being a weak inhibitor, it is assumed here 
that its main role is to activate  Bmal1  
transcription. Mutation in  Per2 , namely 
 Per 2 Brdm  1  results in low  Bmal1  transcrip-
tion and protein concentration. Th is can 

be simulated in our model by either one 
of the following ways: (1) by setting  �  2  to 
0 by assuming that the mutation aff ects 
one of the delayed feedback processes, 
(2) by decreasing the inhibitory constant 
 k  5  of PER-CRY complex onto itself and 
fi nally (3) by decreasing the inhibitory 
strength  k  7  of PER-CRY complex on REV-
ERB � . Since PER2 is the weak inhibitor, 
the inhibitory strength of PER-CRY com-
plex on REV-ERB �  is weak and should 
not have much eff ect when mutated. It 
turned out to be so in our model as vary-
ing the inhibitory strength  k  7  of PER-
CRY complex on REV-ERB �    did not 
quench the oscillations. On the other 
hand, when delay  �  2  is set to 0, oscilla-
tions are quenched, with BMAL1 reach-
ing very low concentrations. Th is is also 
true when  k  5  is varied, which suggests 
that PER2 plays a more important role in 
 Bmal1  transcription than in repressing 
Rev-Erb � .

  Interplay of Positive and Negative 
Feedbacks: Plausible Explanation 
for the Observation of Per2 Brdm  1 /
Cry2 –/–  Double Mutants 
 Reppert and Weaver  [13]  proposed 

that PER2 positively regulates  Bmal1  
transcription and CRY inhibits PER2/
CRY transcription.  Per2  Brdm  1  mutation 
results in low  Bmal1  transcription and 
results in complete loss of oscillations. 
Th e second mutation in  Cry 2 –/–    leads to 
the rescue of oscillation. Th e occurrence 
of the double mutation that results in the 
rescue of oscillations is due to the inter-
play of positive and negative feedback 
loops in the system. In our model we did 
not explicitly consider PER and CRY as 
separate dynamical variables, but as a 
complex and this cannot explain the oc-
currence of double mutation directly. 
Th us to explain this aspect, we consid-
ered the combined eff ect of interlocked 
positive and negative feedback that oc-
curs in the model. Also, we utilized the 
sensitivity of the term  v  d    that occurs in 
the PER-CRY complex positive feedback 
on BMAL1 and  k  5 , the inhibitory strength 
of negative feedback on itself. Decreasing 
the strength of positive feedback quench-
es the oscillations, whereas the oscilla-
tion is rescued by decreasing the inhibi-
tory strength in the negative feedback 
( fi g. 8 ). Th ere is no variation in the am-
plitude and the period of the oscillations 
is 22.5 h, which is close to the period of 
wild type.

  We also simulated the  Rev-Erb  �  –/–   
 mutant phenotypes, where in the experi-
ments,  Bmal1  mRNA and protein do not 
oscillate but are expressed at constant 
high levels and oscillations of  Per  mRNA 
and protein remain stable. To silence 
REV-ERB �    protein the terms  v  c ,  v  r    and 
delay  �  3  are set to 0.1, 0 and 0, respec-
tively. For high BMAL1 concentrations, 
the threshold term  k  2  in the positive feed-
back of equation 1 is set to 100. For PER-
CRY complex to oscillate, the term  v  m    in 
equation 2 is set to 7. From these param-
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eter values it can be seen that feedback 
loops operating on REV-ERB �    are si-
lenced by decreasing the eff ects of posi-
tive and negative feedback loops from 
BMAL1 and PER-CRY complex, respec-
tively. In our model, this leads to a nearly 
constant expression of BMAL1, a low ex-
pression of REV-ERB �    and stable oscil-
lations in the PER-CRY complex ( fi g. 9 ). 
Th e period of the oscillation is found to 
be 15.1 h, which deviates (64%) from the 
circadian oscillations.

  Simulation of Cry1 –/–  and Cry2 –/–  
Mutants 
 It is well documented in the literature 

that the null mutations of  Cry1  and  Cry 2 
have two diff erent eff ects on the period of 
the oscillation. Th e period of  Cry1  –/–    is 
shorter, while that of  Cry2  –/–    is longer 
 [40] . Th is is due to the diff erent inhibi-
tory strengths of  Cry1  and  Cry2  mutants. 
Also, the double mutation  Cry1  –/– / Cry2  –/–

    results in complete loss of oscillations. In 
our model, the variation in inhibitory 
strength  k  5  of PER-CRY complex results 
in an increase or decrease in the period 
of the oscillations ( fi g. 10 ), even though 
the choice of this parameter is arbitrary. 
From  fi gure 10  it can be seen that when 
 k  5  is decreased with respect to the stan-
dard value (0.6), the period decreases ini-
tially, followed by an increase, which cor-
responds to the behavior in  Cry1  –/–    mu-
tants. When  k  5  is increased with respect 
to the standard value, the period also in-
creases and reaches a saturation. Th is 
corresponds to a  Cry2  –/–    mutation. When 
 k  5  is greater than 0.8 the system reaches 
a stable steady state. Th is corresponds to 
double  Cry1  –/–    and  Cry 2 –/–    mutant phe-
notypes. Th e variation in inhibitory 
strength accounts for both phenotypes. It 
is of interest to see the eff ect of delay  �  2  
in explaining  Cry  single and double mu-
tant phenotypes, which will be done in a 
future study.
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Fig. 8.  a  Variation of positive feedback  �  d  and the inhibitory strength  k  5  of PER-CRY complex. 
The inhibitory strength  k  5  is varied to simulate  Per 2 Brdm  1 / Cry 2 –/–  mutation and the demarcation 
between oscillatory and steady state are plotted.  b  One particular case is chosen to show the 
loss of oscillation due to   Per 2 Brdm 1    mutation, when  � d     is reduced from 0.97 to 0.6.  c  Rescue 
of oscillations due to  Cry2–/–    mutation, when  k  5  is reduced from 0.6 to 0.2.

  Fig. 9.  Simulation of  Rev-Erb  �  –/–  mutation. Stable oscillations in PER-CRY complex protein 
concentration, high level of BMAL1 and low level of REV-ERB �    concentration when  � c    ,  � r     and 
delay  �  3  are set to 0.1, 0 and 0, respectively,  k  2  in the positive feedback of equation 1 is set 
to 100 and fi nally  � m     in equation 2 is set to 7. See text for explanations. 
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  Summary, Conclusion and 
Future Direction of Work 
 In this paper, we have proposed a 

three-variable delay model with eff ec-
tively three time delays to describe the 
circadian oscillations of mammals. Th e 
present model is based on a representa-
tion of a delayed positive feedback loop 
interlocked with a delayed negative feed-
back loop of transcription regulation. 
Th e dependent variables are taken to be 
the concentrations of BMAL1, PER-CRY 
complex and REV-ERB �    proteins. Th e 
interlocked positive and negative feed-
back loops are modelled according to 
Smolen et al.  [8] .

  Th e numerical simulations fulfi ll most 
of the characteristic features of the circa-
dian oscillations. Th e oscillations have a 
circadian period and show stable limit 
cycle behavior. BMAL1 oscillations are 
approximately antiphase with PER-CRY 
and REV-ERB �    protein oscillations as 
observed in the experiments. Most of the 
parameters are fairly robust to small 

changes, but some parameters are ex-
tremely sensitive to small changes. To see 
the eff ect of changes the parameters are 
grouped into four types. Delays are the 
most sensitive parameter, as both ampli-
tude and period varied drastically for the 
10% change in the values. Th is is followed 
by the parameters in the positive feed-
back. Instability and loss of robustness in 
the model are caused mostly by the pa-
rameters in the positive feedback loops.

  Th e novelty of the model is that an at-
tempt has been made to explain many of 
the characteristic features of circadian 
rhythms in terms of delays that are known 
from the experiments. Also, to keep the 
model simple, only protein interactions 
are taken into consideration and this re-
duces the number of parameters and 
variables to a large extent in comparison 
to previous models proposed by others. 
Th e model shows entrainment to both 
shorter and longer LD cycles. In all the 
LD cycles, the oscillator is entrained to a 
24-hour rhythm for the standard param-

eter set. When delay  �  2  is varied under 
LD cycles, the model exhibits phase ad-
vance, phase delay and lack of entrain-
ment, which are linked to physiological 
disorders. Apart from limit cycle, qua-
siperiodic and chaotic oscillations are 
also observed when the delay  �  2  is varied 
under the infl uence of constant periodic 
12:   12 LD cycles. Periodic forcing is 
known to bring about rich dynamical 
phenomena  [41]  and in our model con-
stant periodic forcing with delay brings 
about a rich bifurcation diagram. Th e ob-
served complex phenomena such as qua-
siperiodic and chaotic oscillations are 
linked to non-24-hour sleep-wake syn-
drome and occurrence of cancer inci-
dence, which may be a direct conse-
quence of improper delayed circadian 
regulation due to  Per  gene mutation. Th e 
eff ects of mutant phenotype on the circa-
dian period are well simulated by chang-
ing the parameters and time delay. Th e 
model also uncovers the possible exis-
tence of multiple oscillatory network.

  Recently, we have been concentrating 
on various other aspects in the delay 
model of the mammalian circadian 
rhythms. One of the most important as-
pect is that of simulating the eff ect of in-
ternal or molecular noise in the system. 
Many molecules that control the regula-
tion of transcription act at an extremely 
low concentration and this causes large 
variations in the oscillations  [42] . In or-
der to simulate the eff ect of fl uctuations, 
the Gillespie algorithm for Monte Carlo 
simulation is employed  [28] . Th e model 
exhibits oscillations for high molecule 
numbers ( fi g. 2c ), but the eff ect of noise 
at very low molecule numbers has not 
been fully explored. It is pertinent to 
point out here that Gillespie’s algorithm 
is not technically correct to apply for de-
lay diff erential equations. Gillespie’s al-
gorithm assumes that the events in the 
reactions are Markovian in nature. In the 
presence of delay, this is no longer valid 
as the reaction events in the delay equa-
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  Fig. 10.  Variation of period in the inhibitory strength of PER-CRY complex feedback. The 
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changes in the period are plotted. The circle denotes the period for the standard parameter 
set. 
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tion assume a non-Markovian character. 
As there is no equivalent for Gillespie’s 
algorithm developed for the system of 
delay equations at present, we have pro-
ceeded with Gillespie’s algorithm. We are 
now exploring for alternative algorithms 
to simulate the internal noise for the sys-
tem of delay equations.

  Th ere are also certain drawbacks in 
the model. (1) Th e model does not ac-
count at all for the phase response curves 
during the subjective day. Dead zones are 
not seen in the model during the subjec-
tive day. (2) Th e parameters in positive 
feedback loops are not robust to small 
variations. Th ere may be other parame-
ters which can make the model robust. 
But other parameter sets may not ac-
count for certain other experimental as-
pects. Th is can be solved only by knowing 
the parameters from the experiments. 
(3) Even though PER and CRY have not 
been considered separately, a plausible 
explanation for the observation of 
Per2 Brdm  1 /Cry2 –/–    and Cry1 –/– /Cry2 –/–   
 double mutants are given by changing 
the parameters of interlocked positive 
feedback loops in the model. However, 
the parameters that are changed to ac-
count for Per2 Brdm  1 /Cry2 –/–    and Cry1 –/– /
Cry2 –/–    double mutants can be biased 
and this will be dealt with more elabo-
rately at a later stage by considering PER 
and CRY as two separate variables.
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