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Abstract
Monte Carlo simulations are nowadays widely used in the field of nuclear medicine. They are valuable for accurately reproducing experimental data, but at the expense of long computing time. An efficient solution for shorter elapsed time was recently proposed: grid computing. The aim of this work is to validate a Monte Carlo simulation of the Biospace small animal γ Imager and to confirm the usefulness of grid computing for such a study. Simulated data obtained by the validated model of the gamma camera will enable to investigate new algorithms such as scatter and attenuation correction, and reconstruction methods. Good matches between measured and simulated data were achieved and a crunching factor as high as 70 was achieved on a campus grid.
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1 Introduction
Preclinical small animal researches have become a major focus in nuclear medicine [1]. New therapeutic and diagnostic studies are first investigated and validated on mice or rats before their application to
patients. In consequence, we can find many dedicated small field of view scanners for SPECT (Single Photon Emission Tomography) [2, 3] and PET (Positron Emission Tomography) [4] which have been designed in the last decade for these purposes. SPECT images have a very poor quality because generally used models do not incorporate all physical interactions such as scattering (30% of photons in SPECT images are scattered). Monte Carlo Simulations (MCS) have greatly contributed to these developments thanks to their accuracy and utility in the field of nuclear medicine. The use of the MCS has limitations in computing time. Different strategies have been suggested to reduce the computing time such as the acceleration techniques [5]. Another solution to speed up MCS is to combine Monte Carlo and non-Monte Carlo modelling [5]. A third option that has recently been explored is the deployment of computing grids, also known as the parallelization of the MCS [6]. The parallelization consists in subdividing a long simulation into short ones. Each MCS uses a Random Number Stream (RNS) to produce the physical interactions in question. The distribution of MCS on multiple computing resources requires that the generated streams are independent. In this work, we report the validation of the Biospace dedicated to small field of view SPECT scanner using the GATE MC simulation toolkit on the CIMENT Grid, a grid deployed on the university campuses in Grenoble.

The paper is organized as follows:

Chapter 2 presents the materials and methods used in this study: we introduce CiGri (CIMENT Grid), the GATE MCS toolkit, the gamma camera we studied and the methods we used to deploy the simulations on the grid and to validate the simulated results compared to experimental measurements. Chapter 3 proposes an analysis of the results of simulation as well as an overall view of the grid performances. Chapter 4 presents a conclusion and perspectives.

2 Materials and Methods

2.1 CiGri grid

CiGri (CIMENT Grid) is a lightweight grid which exploits the unused resources of the CIMENT clusters on the university campuses in Grenoble (France) [7]. It manages by using the OAR resource management system [8], the execution of a large set of parametric tasks (typically more than 100K) by submitting individual jobs to each cluster batch scheduler. One of the rules is that CiGri jobs shall not disturb the local users. CiGri jobs are treated as a zero priority jobs. Thus, a CiGri job is executed only if there is an idle cluster resource. Furthermore, if a local user requests a resource on which a CiGri job is running, then the job will be killed and automatically resubmitted later probably on another cluster. This approach is based on the concept of “best-effort” tasks. CiGri software is composed of several independent modules interacting with an SQL database. Each module is in charge of a specific task: scheduling jobs, submitting jobs, cluster synchronizing, monitoring jobs, collecting results, logging errors and killing jobs. The CiGri infrastructure is accessible through a User Interface (UI). The accessibility was simplified by adopting the same services and configurations on all interconnected clusters, that’s why CiGri is called a lightweight grid. In order to launch a job, a JDL file (Job Description Language) and a multi-parameter file are requested. Output files are first collected automatically by CiGri from the different clusters, then gathered in a compressed file and finally put in an output directory on the UI, so that the user can easily retrieve them. Users have the possibility to monitor and to control their set of jobs through a web interface. CiGri middleware is a free software under GPL licence (http://cigri.imag.fr/).
2.2 Monte Carlo simulation toolkit

GATE (Geant4 Application for Tomographic Emission) [9] is a new Monte Carlo simulation toolkit based on the general-purpose simulation package Geant4. It was developed in order to model treatment and diagnosis examinations such as radiotherapy, SPECT and PET in the field of nuclear medicine. GATE is an open source code which uses approximately 200 C++ classes from Geant4. User does not have to program in C++ thanks to an extended version of Geant4 scripting version. Thus, the user can easily build a simulation (macro) by using a script language. Many researchers have been using GATE for its flexibility and its accurate modelling of different detector designs and very complex geometries. The major drawback of GATE is the computation time especially when simulating realistic configurations such as voxelized emission and attenuation maps. Several solutions were proposed to accelerate some of the GATE simulations: (i) setting thresholds for the production of secondary electrons, x-rays and delta-rays, (ii) limiting the emission angle to a certain range, (iii) replacing the disintegration scheme by a source of monoenergetic gammas, (iv) parametrizing replicas for the collimator hole arrays (SPECT), (v) compressing voxelized phantom, (vi) techniques such as variance reduction, bootstrapping and jackknifing, (vii) splitting the simulation on a cluster, and recently on the grid [10].

<table>
<thead>
<tr>
<th></th>
<th>Total Clusters</th>
<th>Total CPUs</th>
<th>GATE availability (max) Clusters</th>
<th>GATE availability (max) CPUs</th>
<th>GATE availability (average) Clusters</th>
<th>GATE availability (average) CPUs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Day</td>
<td>11</td>
<td>886</td>
<td>7</td>
<td>430</td>
<td>7</td>
<td>125</td>
</tr>
<tr>
<td>Nights and Weekends</td>
<td>11</td>
<td>866</td>
<td>7</td>
<td>555</td>
<td>7</td>
<td>215</td>
</tr>
</tbody>
</table>

Table 1 Number of clusters and CPUs available to use GATE on CiGri.

Nowadays, the ‘gridified’ version of GATE is adopted by a growing number of users. The success of this method is related to the fact that the user is able to generate a large number of events using voxelized geometries and to obtain results in a reasonable time. To distribute a long sub-divided simulation on multiple processors, one should also sub-divide the associated long RNS into short ones. However, these short RNS have to be independent because any intra or inter-sequence correlation could lead to inaccurate results. The parallelization of the RNS was accomplished by using the sequence splitting method (also known as the random spacing method). The pseudo random numbers generator (PRNG) James Random (period $2^{46}$) implemented by default in GATE was replaced by the Mersenne Twister PRNG due to his huge period ($2^{19937}$) [11]. The work described in this paper was done by using GATE 3.1.1 built upon Geant4.8.1. Table 1 shows the number of clusters/CPUs on which GATE was installed. The GATE macro contains a unique random number status and an output filename. These two parameters are renamed according to their appropriate value during the distribution process. Output files were analyzed with the ROOT object oriented data analysis framework.

2.3 The $\gamma$Imager: system configuration

The $\gamma$ Imager is a high resolution planar scintigraphic camera which associates a 4 mm thick NaI(Tl) crystal and a PSPMT Hamamatsu R3292 which leads to a circular 100 mm diameter field of view. While most high resolution cameras use a pixilated crystal, the scintillation crystal of the $\gamma$ Imager has a continuous 120 mm diameter with a 100 mm circular diameter active area. An aluminium protection layer, 0.8 mm thick, is placed in front of the crystal. The 5 Inch diameter PSPMT is equipped with a bialkali photocathode, 11 multiplication dynodes, 1 reflective dynode and a multiwire anode with 28 (X) + 28 (Y) wires. The readout of the 56 anode signals enables to calculate the spatial position (X, Y) and the energy for each event. A removable low-energy high-resolution parallel hole collimator with 35 mm
thickness is used. The flat-to-flat distance of the hexagonal holes is 1.3 mm and the septum thickness in all directions is 0.2 mm. The whole detection head is surrounded with a 15 mm thick lead shielding. The $\gamma$ Imager consists of two detector heads, only one head was used in this study.

Figure 1 (a) The Biospace small animal camera modelled with GATE, (b) contribution of the scattered photons in each component of the simulation where the source is placed at 2 cm from the collimator.

2.4 Simulation of the Biospace gamma camera

The geometry of the $\gamma$ Imager was accurately described in GATE. Figure 1 (a) shows the model of the detector head. The dimensions and the material of each part of the real camera were modelled as realistically as possible. The detector head simulation was thus composed of the lead collimator, a 1.2 mm air gap space, the aluminium protection, the NaI(Tl) crystal and the lead shielding of the whole head. As the plate scintillation crystal is 4 mm thick, about 38% of the 140 keV incident photons pass through the crystal without interacting. Thus, a significant number of photons will not be detected if we do not take into account the back-compartment. A 10 µm thick gold layer is placed behind the crystal, followed by a 0.39 mm Epoxy layer which separates it from the 1 mm light guide made of quartz. Another 0.15 thick Epoxy layer is positioned behind the light guide followed by the PSPMT, modelled as a 2 mm borosilicate glass entrance window and a 110 mm nickel backpart. The back-compartment of the detector was ended by a 15 mm rear lead shielding. Figure 1 (b) illustrates the relative scattering contribution of each layer in the model (source at 2 cm from the collimator), by counting the scattered events in each particular part divided by the total number of scatter events. During the acquisitions, a solution containing $^{99m}$Tc, a photon emitter at 140 keV was put in a glass capillary of 1.4 mm inner diameter and 1.8 mm outer diameter and 6 mm length. The capillary was held by a Pyrex Ruler (150 mm x 40 mm x 3 mm). The Ruler and the capillary were also simulated.

2.5 Validation of the small animal camera

The validation of the small animal SPECT camera is based on the comparison of four parameters measured experimentally with the corresponding simulation data; Energy Spectra, Spatial Resolution (FWHM), Sensitivity and Image of a capillary phantom. The three first parameters represent three basic features of a gamma camera, while the image of an inhomogeneous phantom allows a visual comparison between experimental and simulated data.

Experimental set-up

In this study, 16 planar acquisitions were made altogether. The radioactive background was first measured during 30 minutes without any activity and was subtracted from all the other measurements after
normalizing it to the same acquisition duration. Then, 14 acquisitions were performed using a liquid source of $^{99m}$Tc (140 keV) which was put in a thin capillary (1.4 mm inner diameter and 6 mm long) which was considered as a point source. Total activity was 70 µCi (2.59 MBq). The capillary was first placed in the air at 2 cm, 7 cm, 10 cm and 16.5 cm from the detector’s surface. Then, the capillary at 16.5 cm was positioned above a cylindrical beaker (10.5 cm inner diameter and 15.6 cm long) which was put on the collimator. The beaker was used three times: empty, filled with 400 ml (46.2 mm height) and filled with 1000 ml (115.5 mm height) of water. All the seven configurations were performed in a first set of measurements with the source at the center of the camera Field Of View (FOV), and a second set was performed with the source 2 cm off-centered. The sixteenth configuration was performed so as to evaluate the image of the capillary phantom. The phantom consisted of four parallel capillaries (1.4 mm inner diameter and 31.5 mm long), with a capillary-to-capillary distance of 5 mm. The capillaries were filled with $^{99m}$Tc solutions of different activities (from the least (right) to the most (left) radioactive) (cf. Figure 5 (a) and (b)): 81 µCi, 129 µCi, 220 µCi and 611 µCi. The phantom was 15 mm far from the scintillation camera. Events were recorded in an energy window between 40 and 186 keV for a duration of 5 minutes for each acquisition. The size of the projections was 256 x 256 pixels (pixel size ~ 0.39 mm).

**GATE simulations**

The fifteen configurations mentioned above were accurately reproduced using GATE. Monoenergetic gamma rays (140 keV) were emitted in $4\pi$ steradians. The physical processes involving photon interactions (photoelectric effect, Compton scattering and Rayleigh scattering) were modelled using the low-energy electromagnetic package of GEANT4, while gamma-conversion was disabled. The energy resolution Full Width Half Maximum (FWHM$_e$) of the camera was modelled by the convolution of the output data using a Gaussian distribution with user-defined mean and FWHM as stated by the manufacturer (11.5% FWHM$_e$ at 140 keV). The intrinsic spatial resolution FWHM$_i$ was also modelled in the same way (2.2 mm FWHM$_i$ at 140 keV).

**Parallelization of the simulations**

Many models of the camera have been tested in order to obtain the most realistic detector. A big simulation of one billion events was generated for each configuration. The simulation was split into 1000 small simulations, 1 million emitted events each, and was then distributed on CiGri. The 1000 small output files were collected from the grid, merged into one file (on a local CPU) and finally analysed using ROOT. Simulating 1 million events takes 10 minutes on a local CPU (Pentium IV, 3.2 GHz, 1 Go RAM) and requires ~ 30 million random numbers. Thus, a global sequence of more than 30 billion PRN was used for each simulation (which is small for the used Mersenne Twister).

**Comparison parameters**

Experimental and simulated data were compared basing them on the following quantities:

- **Energy Spectra.** The energy spectra of events recorded in the whole FOV (40-186 keV), was sketched for five configurations: (i) in air: source placed 2 and 10 cm from the collimator, (ii) in water: source placed at 16.5 cm from the collimator above the empty beaker which then is filled with 4.62 cm and 11.55 cm of water.

- **Spatial Resolution.** The FWHM of the point spread function (PSF) was calculated for the 14 configurations by drawing a 6 pixels thick profile (~ 2.345 mm) through the point source. Events were detected in the photopic window (126-154 keV) to reduce the noise effects.
• **Sensitivity.** The system sensitivity, defined as the number of detected events divided by the number of emitted events, was evaluated for the 7 configurations where the source is placed in the center of the FOV. Data were acquired in 3 energy windows: (i) photopic window 126-154 keV, (ii) Compton window 92-125 keV and (iii) total Field Of View (FOV) window 40-186 keV.

• **Image of a capillary phantom.** The image of the capillary phantom was acquired in the whole FOV in the energy window 40-186 keV. A 6 pixels thick profile was also drawn through the 4 line sources seen on the image.

### 3 Results and discussions

#### 3.1 Energy Spectra

Figure 2 shows the experimental and simulated energy spectra of the $^{99m}$Tc point source placed in the Air at 2 and 10 cm from the collimator: contributions of the simulated photons scattered within different components of the detector head and within the capillary and the ruler are also plotted. The experimental and simulated energy spectra were normalized to the same number of counts detected at 140 keV. As illustrated in figure 1 (b), including a back-compartment model was essential as well as the simulation of the capillary and the ruler to obtain a good agreement between measured and simulated spectra between 80 and 120 keV. The contribution of the scattered photons within the capillary and the ruler is clearly higher in figure 2 (a) (source at 2 cm) than in figure 2 (b) (source at 10 cm) especially between 70 and 80 keV. The smaller the ruler-collimator distance, the more the detected back-scattered photons in the ruler.

![Energy Spectra](image)

**Figure 2** Experimental and simulated energy spectra for a $^{99m}$Tc source positioned in Air at (a) 2 cm and (b) 10 cm from the camera.

Good agreements between experimental and simulated energy spectra can be noticed especially in the photopic and Compton window. Differences could be observed in figure 2 (a) between 60 and 100 keV. These differences are relatively the same between 90 and 100 keV in figure 2 (b) but decrease between 60 and 90 keV where the ruler has the biggest impact. Thus, the difference between 60 and 90 keV could come from the imperfect estimated shape and material of the ruler. For the other difference between 90 and 100 keV, the ruler and the back-compartment have the most important influence according to the figures. It couldn’t derive from the ruler because this difference is relatively the same in figure 2 (a) and (b). Otherwise, the number of scattered photons would increase for the source at 2 cm from the
Thus, the difference between 90 and 100 keV could be the consequence of the unawareness of a layer which was not modelled behind the crystal. Energy spectra obtained for the $^{99m}$Tc point source at 16.5 cm from the collimator, with 0, 4.62 (400 ml) and 11.55 cm (1000 ml) water thickness are shown in figure 3. The scattered photons contributions were also drawn. The scattered photons within the phantom have increased, as expected, proportionally to the water thickness. Good agreements between experimental and simulated energy spectra could be observed for the two configurations with the empty beaker which then is filled with 4.62 cm thick of water. The same differences with the source in Air between 60 and 100 keV were maintained in figures 3 (a) and (b), which confirms that a back-compartment component was not modelled. Significant fluctuations were displayed in figures 3 (b) and (c) because of the low detected events in the corresponding images. This could explain the difference at the top of the photopic in figure 3 (c). The disagreement in figure 3 (c) between 70 and 80 keV and between 110 and 120 keV could be the result of the impurity of the real water used in the measurements.

![Experimental and simulated energy spectra for a $^{99m}$Tc source positioned at 16.5 cm from the collimator above a beaker filled with (a) 0 cm, (b) 4.62 cm and (c) 11.55 cm of water.](image)

Figure 3

### 3.2 Spatial Resolution

<table>
<thead>
<tr>
<th>Distance source-collimator (water thickness)</th>
<th>Centered Source</th>
<th>Off-centered Source</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Experimental FWHM (mm)</td>
<td>Simulated FWHM (mm)</td>
</tr>
<tr>
<td>2 cm</td>
<td>3.34</td>
<td>3.22</td>
</tr>
<tr>
<td>7 cm</td>
<td>4.53</td>
<td>4.54</td>
</tr>
<tr>
<td>10 cm</td>
<td>5.32</td>
<td>5.40</td>
</tr>
<tr>
<td>16.5 cm</td>
<td>7.25</td>
<td>7.34</td>
</tr>
<tr>
<td>16.5 cm (0 cm water)</td>
<td>7.27</td>
<td>7.39</td>
</tr>
<tr>
<td>16.5 cm (4.62 cm water)</td>
<td>7.26</td>
<td>7.32</td>
</tr>
<tr>
<td>16.5 cm (11.55 cm water)</td>
<td>7.58</td>
<td>7.65</td>
</tr>
</tbody>
</table>

Table 2 Comparison between experimental and simulated spatial resolution for the centered and off-centered sources placed at: 2, 7, 10 cm and 16.5 in air; 16.5 cm with three water thickness 0, 4.62 and 11.55 cm.
Table 2 shows the experimental and simulated FWHM of the PSF respectively for the centered and off-centered sources positioned in the Air at 2, 7, 10 and 16.5 cm from the collimator. Experimental and simulated FWHM of the PSF for the centered and off-centered sources placed above the phantom (0, 4.62 and 11.55 cm Water thickness) at 16.5 cm from the collimator are also shown. Experimental FWHM for a centered source were well reproduced by the simulations. The disagreements between experimental and simulated FWHM for an off-centered source is lower than 5%, except the source at 2 cm. The 5% differences might be due to the imperfect modelling of the PSPMT non-uniform response in GATE. The approximate modelling of the ruler was also noticed as the disagreements of the FWHM for the source centered and off-centered at 2 cm is clearly higher than the other configurations. An excellent agreement between experiment and simulated FWHM can be observed for the centered sources in water and a disagreement within 5% is obtained for the off-centered sources.

3.3 Sensitivity

The Biospace small animal camera sensitivity values obtained in Air in three energy windows (total FOV 40-186 keV, photopic window 126-154 keV and Compton window 92-125 keV) with GATE compared to the measured values are plotted in Figure 4 (a) for the 4 source-collimator distances 2, 7, 10 and 16.5 cm. Relative differences between experimental and calculated values were respectively: (i) 40-186 keV: 6.8%, 4.6%, 4.1% and 5.7%; (ii) 126-154 keV: 7.9%, 6%, 5.9% and 7.2%; (iii) 92-125 keV: 8.1%, 4%, 1.4% and 5.9%. The results of the system sensitivity with the phantom (empty, 400 ml and 1000 ml) derived from the experiment measurements and the simulations are drawn in figure 4 (b) for the source placed at 16.5 cm from the collimator where events were detected in three energy windows (Total FOV 40-186 keV, photopic window 126-154 keV and Compton window 92-125 keV). Relative differences between experimental and simulated values for the different water thickness (0, 4.62 and 11.55 cm) were: (i) 40-186 keV: 1.5%, 3.8% and 3.1%; (ii) 126-154 keV: 3.2%, 4.4% and 1.9%; (iii) 92-125 keV: 0.3%, 0.5% and 5.6%. The simulation was unable to reproduce the system sensitivity very accurately for the seven configurations described above. This difference could result from the inhomogeneous materials of the different components of the detector which only the constructor accurately knows.

3.4 Image of a capillary phantom

Figure 5 shows a visual comparison between experimental (a) and the simulated (b) images of the capillary phantom as well as the horizontally drawn profiles (6 pixels thick ~ 2.345 mm) through these images (figure 5 (c)). The comparison of the two images and profiles shows a good agreement. However,
the simulation was unable to perfectly reproduce the local distortion which could account for the 5% differences between the experimental and the simulated FWHM for an off-centered source.

Figure 5 Comparison between experimental (a) and simulated (b) image of a four capillaries phantom filled with different $^{99m}$Tc concentrations and horizontal profiles through the middle of these images (c).

### 3.5 Calculation time

Table 3 contains the computation time of a long simulation (1000 jobs) on a local CPU (Pentium IV, 3.2 GHz, 1 Go RAM) and on CiGri: during the day, during nights and weekends and an estimated average of the CPUs availability. CiGri has reduced the duration of a simulation compared to 1 CPU computation by a factor of respectively 42, 67 and 56. Resubmitted jobs rate on CiGri, defined as the number of resubmitted jobs divided by the number of executed jobs, is also represented in the box at the right of table 3. 16.9% of the jobs were killed and then were resubmitted by CiGri during the day which is as expected higher than the 10.2% resubmission rate during the nights and weekends. The estimated average of the resubmitted jobs is 13.4%. Each long simulation corresponds to one configuration. The material composition and the thickness of many components of the detector weren’t exactly known (PSPMT, Gold layer…). In consequence, about 200 simulations were carried out in order to optimise the model of the Biospace camera. All these simulations would have taken 4 years of computation time on a local CPU, but on CiGri it took only 25 days (table 3). In the ideal case, where no job is killed, the 200 simulations would have taken about 22 days on CiGri. Thus, the 200 simulations would not have been feasible on a local CPU. Reducing the number of simulations would have altered the quality of the results. So the deployment of the Grid was crucial in this study to get accurate results.

<table>
<thead>
<tr>
<th></th>
<th>1 simulation (1000 jobs)</th>
<th>200 simulations</th>
<th>Gain</th>
<th>Resubmission percentage (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Local CPU</td>
<td>167 h</td>
<td>1392 days (~ 4 years)</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>CiGri – day</td>
<td>4 h</td>
<td>37 days</td>
<td>42</td>
<td>16.9</td>
</tr>
<tr>
<td>CiGri – nights and weekends</td>
<td>2.5 h</td>
<td>21 days</td>
<td>67</td>
<td>10.2</td>
</tr>
<tr>
<td>CiGri – estimated average</td>
<td>3 h</td>
<td>25 days</td>
<td>56</td>
<td>13.4</td>
</tr>
</tbody>
</table>

Table 3 Comparison between computing time of 1 and 200 simulations on a local CPU and on the CiGri Grid with the percentage of the resubmitted jobs (in the box at the right).
4 Conclusions and perspectives

Nuclear medical imaging needs a better physical model to improve the quality of the reconstructed images. Our study has brought into light that the Monte Carlo simulations toolkit GATE was able to accurately model the Biospace small field of view $\gamma$ Imager. The camera model can thus be used for future researches such as developing new attenuation and diffusion correction algorithms. This paper has also proved the interest of grids in order to obtain accurate results within reasonable elapsed time. CIMENT GRID was an essential tool to carry this study to a successful conclusion. One of our coming studies will be the development of an iterative reconstruction algorithm in which long GATE simulations should be carried out at each iteration. For such studies, a higher scale of computation power is needed. The EGEE (Enabling Grid for E-sciencE) [12] Grid with a next multi-core processor generation should be able to meet our requests.
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