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Texture-based Medical Image Indexing and Retrieval on Grids

Johan MONTAGNAT*1,  Tristan GLATARD*1, 2,  Diane LINGRAND*1

　With the generalization of digital imaging in medicine and the emergence of ever growing medical
data archives, efficient tools for retrieving clinically relevant data are needed. Medical images are usu-
ally indexed with medical records (patient information, acquisition parameters, etc) but for applications
such as epidemiology or diagnosis assistance, images also need to be identified from their content. Con-
tent-based image retrieval in medical databases is challenging both in terms of computing power (size of
image databases, complexity of algorithms) and in terms of performance of image content analysis algo-
rithms (difficulty to identify relevant features in medical images). Our research project is addressing the
problem of content-based medical image retrieval in large databases. We are exploiting grids to tackle
the computational requirement of this problem. We developed strategies to optimize the load distribution
over the very large scale EGEE grid infrastructure, taking into account its properties and load. We have
explored several strategies to identify relevant images. Texture features extracted using Gabor filters
proved to be an efficient and relevant mean of indexing medical databases. The texture features could be
correlated to image modality, tissues, and subtle changes such as myocardium tissues variation during
the cardiac cycle.
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1. Introduction

Digital medical images have become a key investigation tool for medical diagnosis and pathology follow-ups.
With the generalization of digital imaging in medicine and the emergence of ever growing medical data archives,
efficient tools for archiving, and later retrieving clinically relevant data, are needed. With the growth of medical
databases, new applications devoted to statistical analysis of medical data (e.g. epidemiology, atlases construction,
diagnosis assistance...) images need to be identified from their content. Similarly, a physician is often interested by
clinical cases similar to the one he is studying.

In the medical world, the images acquired are usually accompanied by metadata related to the patient, the image
acquisition and the radiology department responsible for the acquisition. Nevertheless, textual information is lim-
ited for two main reasons: the large increase of the data volume, which makes manual annotation tiresome and the
difficulty to express the image content with keywords which are often inconsistently assigned among different
indexers: medical records are complex, difficult to analyze, and rarely available on-line.  Except in some specific
cases, only the image content itself carries the necessary information for indexing and retrieval.

Content-based image retrieval in medical databases is challenging both in terms of computing power and in terms
of performance of image content analysis algorithms. The annual production of a single average size radiology
department represents tens of terabytes of data. In addition, image analysis algorithms that may be used for image
retrieval  are  often  costly  and  it  is  difficult  to  correlate image features detected with clinical relevance of data. We
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are exploiting grids to tackle the computational load of content-based retrieval. We developed strategies to optimize
the load distribution over the very large scale EGEE grid infrastructure*3〔1〕,  taking into account its properties and
dynamic load.

2. Medical images content-based retrieval

Content-Based Image Retrieval (CBIR) emerged in the early 1990s and many implementations are available
today〔2, 3〕．Traditionally, images are represented by a vector in a feature space and a similarity measure between
images is defined from a distance in the feature space. However, medical image properties (resolution, contrast, sig-
nal to noise ratio…) have to be taken into account. In addition, medical images are intensity only images carrying
less information than color images. Some specialized CBIR have thus been proposed for medical applications〔4-
6〕． Nevertheless,  a  description of  the  clinical use of  such systems  is very rare〔7〕． In  the medical area, simpler
content-based queries can be addressed using similarity measurements between images. More elaborated content-
based searches require finer image analysis techniques. In this work, we have focused on texture-based analysis
which provides a powerful mean of discriminating different image contents. Texture features extracted can be
linked to medical parameters in some cases as shown.

1）Similarity searches
Similarity measures have often been used in the medical image domain for comparing images to a reference. Most

similarity measures use a voxel-to-voxel measurement to return a single similarity coefficient to the user. They
have two drawbacks in the context of medical indexing. First, a registration procedure is needed before using most
image similarity measures in order to align images in space before voxel-wise comparison. Second, these measures
depend on the reference image chosen: it is not possible to precompute image indices and similarity values have to
be recomputed on the fly for each new target.

Many similarity measures have been proposed to adapt to the different medical imaging modalities〔8〕． In〔9〕
we have experienced six of them: sum of differences, sum of squared differences, coefficient of correlation,
Wood’s criterion, ratio of correlation and mutual information.

2）Texture-based indexing and retrieval
Medical images are often highly textured and voxel based analysis is an interesting path to explore. Texture fea-

tures can be locally extracted from medical image using Gabor filters which are strongly correlated with the human
visual system〔10〕． Their use for texture features extraction is particularly relevant in image retrieval applications
〔11, 12〕．

Gabor filters are used in banks, in which each filter is tuned to a specific orientation and spatial frequency. A two
dimensional Gabor filter is a Gaussian-modulated sinusoid. The impulse response of its real (even) version is given

by  where F is the frequency of the filter. In the spatial-frequency

domain, this filter is represented by two symmetrical Gaussians:

In order to index the images, we used a bank of 42 Gabor filters with an angular spacing of 30° and a frequency
spacing of one octave. We determined  and  to obtain non overlapping filters. We then computed the mean
and the standard deviation of the magnitude response of the neighborhoods, in order to obtain feature vectors as
proposed by Manjunath et al〔12〕．

3）Correlations to image variations
Ideally, one would like to identify features for each tissue in the image. This would require prior image segmenta-

tion which is difficult to automate. Alternatively, texture analysis by blocs gives information on the composition of

*3  http://www.eu-egee.org/
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various areas in an image and therefore provides clues for rough image segmentation. Classification of image vox-
els by their texture features is a possible pre-indexation stage of the image. Indeed, image retrieval and segmenta-
tion are strongly correlated. On one hand, segmentation is the first step to introduce semantic features in a CBIR as
it enables identification of objects and regions. On the other hand, image segmentation and image retrieval both
require the classification of image voxels.

To roughly segment the images, we considered an 8x8 neighborhood for each image voxel, on which we applied
the bank of Gabor filters. The feature vectors obtained were classified into different tissue classes using the k-near-
est neighbors algorithm〔13〕．  Fig. 1 shows the segmentation result on cardiac MRI segmented into three classes
corresponding to the blood, the myocardium and the background (left) and on brain MRI segmented into white mat-
ter, grey matter, cerebro-spinal fluid and skull (right).

The principle of the queries is the computation of a distance between the features of the query image and each
image in the database. Once all the distances are computed, the images are ranked depending on their distance to
the query image. We used Euclidean distance to process our queries. Thus, the distance between two feature vectors

 and  is given by  where  denotes the ith coordinate of  the vector  and N  is  the

dimension of the feature space.
The relevance of a texture-based indexing and retrieval system for medical images can be illustrated with a data-

base of cardiac MRI sequences: 8 to 10 volumes, 10 slices each, are acquired along a complete cardiac cycle (sys-
tole + diastole). Contraction of the myocardium is perceptible in the image by it impacts on the myocardium texture
coarseness as it corresponds to a reduction of its volume and its fibers then lie more closely.

An heart image slice example is shown in left of Fig. 1. The algorithm first segments the image into three classes
as shown. The myocardium class is considered alone to compute  a  parameter ρ corresponding  to  the coarseness  of

the myocardium texture from the Gabor filter features of the myocardium voxels. It is defined as:  

where  denotes the mean of the magnitude response to the low frequency Gabor filter at the orientation θ and
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Fig. 1 A cardiac (left) and a brain (right) MRI slice and the corresponding classified images.

Fig. 2 Evolution of the ρ parameter in a cardiac sequence along time.
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 denotes the mean of the magnitude response to the high frequency Gabor filter at the orientation θ. Fig. 2 dis-
plays the evolution of the mean of ρ on the slices of a volume along time. The sequence consistently presents a car-
diac cycle evolution.

We can notice that the curve of Fig. 2 shows a minimum around t=5, which effectively corresponds to the end of
systole instant. Thus, the parameter ρ is consistently indexing cardiac sequences and enables retrieval of the end of
systole instant.

3. Grid enactment

1）Computational complexity
The complexity of image analysis algorithms is usually rather high and increases with the images size. For exam-

ple, the similarity measures introduced earlier depends on the size and the dynamic range of the medical images
processed. The computation times have been benchmarked on a 1 GHz x86 processor: they vary from 0.05s (simple
sum of differences on a 2D 256×256 image with 8 bits/voxel) to 700s (mutual information on a 3D 181×217×181
image with 16 bits/voxel). Gabor filter banks computations similarly take in the order of minutes to tens of minutes
to compute, depending on the size of images to be processed. This unitary computation time has to be multiplied by
the number of images to compare in the image databases (that can easily be in the order of thousands in our case).
Furthermore, additional processings such as image registration are needed. The search time may therefore become
too high for practical value in clinical usage on a standard PC. We address this problem by deploying the image
search application on a grid infrastructure.

2）Grid deployment
For grid-enabling this application, the medical images database and associated metadata are registered on grid

storage resources. The user first selects a query image. A dataset of candidate images (i.e. images of the same
region body, acquired with the same imager, etc) is determined by selecting images on their metadata in the data-
base. The candidate images are then transferred to the grid computing nodes for analysis. For each candidate image,
a similarity measurement or a distance on the texture features vector is computed between the candidate and the
query image. A resulting score is assigned to each candidate. Once all candidates have been processed, the scores
are ranked and the user can retrieve the highest score images corresponding to the cases of highest interest stored in
the database.

3）Processings partitioning
The time needed to answer a user request is the time needed to process all images selected from the database. Ide-

ally, all images can be processed in parallel and the execution time is the maximum of the execution times of each
image processing. In practice, such ideal conditions are very unlikely: hundreds or thousands of processors cannot
be available simultaneously on a shared grid infrastructure exploited concurrently by a large number of users and
the grid middleware imposes a pay off on every job submission: submitting hundreds or thousands of jobs requires
time and may cause overloads.

We are exploiting very large scale infrastructures such as the EGEE infrastructure: composed of more than 200
computing centers (more than 30,000 CPUs) and exploited by thousands of users. Such an infrastructure imposes
non negligible delays on job submission (in the order of 5 to 10 minutes) mostly due to the queuing time of jobs
submitted, while other users’ jobs are being processed. It is therefore not realistic to start all image analysis jobs as
individual computing tasks concurrently. The database should rather be partitioned in bags of images to be ana-
lyzed, each bag representing a single computing job. Determining the optimal partitioning is not straight forward: a
small grain partitioning leads to a large number of short jobs overloading the system (the extreme case being one
image per bag), while a large grain partitioning leads to a small number of much longer jobs (the extreme case
being a single bag containing all the images and resulting in a complete sequential execution. Tweet et al〔14〕have
reported similar problems in analyzing mammography databases on a distributed system. They determine an opti-
mal partition strategy empirically by measuring execution time over many runs. The reminder of this paper is
describing an automated method to optimize partitioning automatically. 
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4）Workload Distribution strategy
The strategy for tuning the granularity of the tasks submitted to the grid both aims at lowering the total execution

time of queries (user-wise optimization) and reducing the total number of tasks submitted for a given job (infra-
structure-wise optimization). Given a query corresponding to a known CPU time W, it is divisible into n indepen-
dent tasks (  where N is the number of images to process). If the grid infrastructure introduces an overhead

G to each task, the total execution time of the query is . If G was a fixed value, the solution would

be straightforward (n should be as high as possible). However, this assumption is not realistic in most cases, due to
the infrastructure’s nature. A more realistic view is to assume G to depend both on i and time. We tackle this prob-
lem by considering that G is a random variable. If we assume the probabilistic density function (pdf) of the random
variable G to be  and it cumulative function to be , the problem can then be formulated as a minimiza-
tion with respect to n of the expectation  of the random variable H:

                    .

Solving this equation requires to know the distribution of the random variable G. We estimated it by measuring the
latency on a large number of probe jobs submitted to the grid infrastructure. The minimization is then numerically
straightforward by exhaustive computation of  for all n values ranging from 1 to N.

5）Experiments
We evaluated the proposed model on the EGEE production grid infrastructure operating the gLite middleware*4. 
We made two experiments to evaluate our model on a query which total CPU time is W = 2000s:

1．We evaluated the model capability to correctly predict the execution time of a set of tasks on the grid infrastruc-
ture. We submitted and measured the total execution time of a job, having previously estimated this time with

. The query is composed of 30 tasks, 67 seconds long each.
2．We quantified the benefit induced by the model (optimal strategy) compared to the naive strategy consisting in
submitting a maximal number of tasks (maximal strategy). To avoid biases we repeated the experiment 88 times, at
various day times spread over a week.

Experiment 1: model versus measures.

                                                                 Table 1 Errors between model and measures.

Table 1 shows on its upper line statistics concerning the difference δ in seconds between the model prediction and
the effective measure. In order to quantify the accuracy of the model, we normalized this error with the predicted
standard-deviation of the random variable H: .The table thus shows on its lower line the minimum,
maximum, average and median ratios between the measured errors and the standard-deviation  of the random
variable H. One can notice that the median ratio is close to 1. That is to say that the measured error is close to the
standard-deviation of H. We can thus conclude that the proposed model is effectively able to predict the execution
time of a set of tasks on the grid infrastructure.

Experiment 2: optimal strategy versus maximal strategy.

                          Table 2 Time difference (s) between maximal and optimal strategies for 88 experiments.

*4 http://www.glite.org/

Min Max Average Median

δ (seconds) 10 960 258.94 215

0.04 12.64 2.1 1.16

Min Max Average
Expected 0 671 162.5
Measured -775 1308 198.1
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Over the 88 experiments, the total number of submitted tasks is 2,580 for the maximal strategy and 1,756 for the
optimal one. The optimal strategy leads to a total saving of 824 tasks, representing 32% of the tasks submitted in
the maximal strategy. In terms of speed-up, Table 2 shows statistics over the 88 executions on the differences (in
seconds) between the maximal and the optimal strategies computation. One can notice that the average speed-up
introduced by our optimization strategy is about 200s, which represents 10% of the query execution time.

4. Conclusions

We have addressed the problems of indexing and querying large medical image databases both under the perspec-
tive of image analysis and the perspective of computing load. Content-based medical image retrieval is a difficult
problem due to the difficulty to extract clinically relevant parameters to fulfill physician’s query needs as well as
the very large scale of the computations involved.

Gabor filter banks are a performing method to extract localized feature vectors from medical images. The features
extracted can be related to physiological parameters such as the contraction of the myocardium. They both provide
a mean to achieve rough segmentation of the image and areas content analysis.

Computing grids are large scale parallel infrastructures able to tackle the computation load involved by full data-
bases analysis. They provide a storage facility for data archiving and processing power to efficiently handle data
parallel queries. Optimally distributing the computations triggered by user requests on a grid infrastructure is not
straight forward due to the dynamic behavior of the grid infrastructure and its complexity which make system mod-
eling almost impossible. Alternatively, we consider a probabilistic model of the grid execution time that is able to
solve the job partitioning problem, improving the query execution time and lowering the load on the grid infrastruc-
ture.
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