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RÉSUMÉ :
Ces travaux présentent une méthode pour l’extraction de signaux basée sur les moments conditionnels d’ordre deux de la sortie d’un filtre. L’estimateur du filtre est dérivé d’un critère de vraisemblance approximatif conditionné sur un indicateur de présence de la source d’intérêt. Le moment conditionnel est une fonction de contraste sous les conditions suivantes: 1) les moments croisés entre le signal source d’intérêt et les autres signaux sources sont nuls et 2) le moment conditionnel de la source d’intérêt majore les moments conditionnels des autres combinaisons linéaires. Dans le cas de 2 sources, 2 observations et sous la condition qu’ils n’existent pas de moment d’ordre deux croisées entre notre source d’intérêt et les autres sources, on peut établir les bornes théoriques d’estimation. En outre, ces bornes théoriques et les bornes empiriques coïncident. Les simulations montrent que notre estimateur est robuste par rapport au bruit gaussien additif et que les erreurs induites par des approximations de l’indicateur de présence sont semblables aux erreurs induites par du bruit gaussien. La robustesse par rapport au bruit et des approximations de l’indicateur garantissent une applicabilité étendue.
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ABSTRACT:
This work presents a method for signal extraction based on conditional second-order moments of the output of the extraction filter. The estimator of the filter is derived from an approximate maximum likelihood criterion conditioned on a presence indicator of the source of interest. The conditional moment is shown to be a contrast function under the conditions that (1) all cross-moments of the same order between the source signal of interest and the other source signals are null and (2) that the source of interest has the largest conditional moment among all sources. For the two-source two-observation case, this allows us to derive the theoretical recovery bounds of the contrast when the conditional cross-moment does not vanish. A comparison with empirical results confirms these bounds. Simulations show that the estimator is quite robust to additive Gaussian distributed noise. Also through simulations, we show that the error level induced by a rough approximation of the presence indicator shows a strong similarity with that of additive noise. The robustness, both with respect to noise and to inaccuracies in the prior information about the source presence, guarantees a wide applicability of the proposed method.
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Abstract—This work presents a method for signal extraction based on conditional second-order moments of the output of the extraction filter. The estimator of the filter is derived from an approximate maximum likelihood criterion conditioned on a presence indicator of the source of interest. The conditional moment is shown to be a contrast function under the conditions that (1) all cross-moments of the same order between the source signal of interest and the other source signals are null and (2) that the source of interest has the largest conditional moment among all sources. For the two-source two-observation case, this allows us to derive the theoretical recovery bounds of the contrast when the conditional cross-moment does not vanish. A comparison with empirical results confirms these bounds. Simulations show that the estimator is quite robust to additive Gaussian distributed noise. Also through simulations, we show that the error level induced by a rough approximation of the presence indicator shows a strong similarity with that of additive noise. The robustness, both with respect to noise and to inaccuracies in the prior information about the source presence, guarantees a wide applicability of the proposed method.
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I. INTRODUCTION

Blind source separation (BSS) aims to recover source signals when only a mixture of them is observed on a sensor array. Recovering the sources means that we have to inverse an estimate of the mixing system, or, more general, estimate an unmixing system, since the mixing system cannot always be inverted (as is the case in under-determined systems, but these will not be treated in this paper). An application of this unmixing system to the observations then yields an output that is an estimate of the source signal. The term blind points out that neither the sources nor the mixing system are explicitly accessible and as such it is impossible to use a distance measure between the sources and the output for the separation as is the case, e.g., in the Wiener filter [1].

In the past two decades, the topic of blind separation has received growing interest. Specially since the introduction of the quite natural model of independent sources, which seems to be an appropriate model for communications and biomedical signal analysis, to give a few examples. The algorithmic and theoretic development of blind source separation under the aforementioned model is now widely known as Independent Component Analysis (ICA) [2], [3]. The algorithms for ICA are based on the optimisation of a cost function, or contrast, that imposes a measure for independence on the outputs of the unmixing system. It has been shown that the optimisation of a such measure based on the independence of the outputs is sufficient to solve the separation of the observations into the independent sources, up to the inherent ambiguities of scaling, source permutation (order) and phase [4].

Since these ambiguities are waveform preserving, they are generally of no detrimental effect on the separation and hence admissible. However, one might imagine some practical situation where only a single source or a well-defined subset of the sources is of interest and thus the permutation ambiguity is no longer accepted. A straightforward solution would be based on a divide-and-conquer strategy, where the sources are first separated, followed by a selection procedure. However, the total separation would present a non-negligible computational overload, especially when large datasets are considered.

An alternative to the joint separation and a posteriori selection can be found in the BSS algorithms based on a source-by-source extraction [5], [6]. This iterative approach to source separation estimates one of the sources at each iteration. The estimation is followed by a subtraction of the estimate’s space from the initial space, as such reducing the dimension of the observation space by one. This method is also known as deflation [5]. It can be shown that the objective functions that are valuable for single source extraction have to be (implicitly) related to the negentropy of the output [7]. Theoretically, the extraction order of the sources can be fixed, based upon their stochastic properties [8], allowing for the more informative sources (higher negentropy) to be extracted first. Nevertheless, this does not improve the major drawback of deflation based algorithms, namely the propagation of the estimation error [5]. And thus, this might be insufficient in some applications, because the specific source of interest is not necessarily the most informative one, appearing only later in the deflation process and accumulating the errors made in the previous iterations.

It is clear from the above that we can not resolve the permutation ambiguity without adding some discriminating information - other than negentropy - about the source of interest into the source extraction objective function. However, the prior information used to discriminate our source of interest from the other sources, should be kept to a minimum if we want to keep the source extraction maximally blind. This is the aim of the class of constrained ICA (cICA) algorithms [9], [10]. The cICA approach puts a constraint on the solution space of the maximum negentropy objective.
function, by introducing a penalising term, generally based on a maximally admissible distance measure between the output and a reference signal. In contrast to the solution obtained by minimising the squared error between the filter output and the reference signal (the basis to the Wiener filter [1]), the solution to cICA is (at least theoretically) not the output that has a minimum distance to the reference, but rather the solution that has maximal negentropy among the admissible solutions (under the constraint). A closely related algorithm is BSS with a reference (BSSR) [11], based on the higher order dependencies between the output signal and a reference. The proposed algorithm differs with the Wiener filter mainly in the distance measure that is used. Because higher order moments are considered, BSSR offers a better performance when the reference signal has relatively few non-zero values [11]. Closely related are the Quadratic Higher Order Criteria (QHOC) [12], [13], although the reference signal is no longer held fixed, but instead iteratively derived from an initial random filtering of the observations. This makes the method less suitable for the purpose of single source extraction, where only a single source of interest is envisaged, although we will find that it is closely related to the BSSR method, once the reference is held fixed.

In this paper we make use of the conditional moments of the filter output, rather than using an explicit reference signal. Although this approach to the problem differs from that of reference based filtering, we are able to show that for certain well defined cases, the above algorithms of cICA, BSSR, QHOC and Wiener filtering can be related to the theory presented herein.

The paper begins with an introduction on the signal model and the notational conventions in Section II. We then provide the theoretical aspects of the framework and present the MaxViT method in Section III. Section IV places the presented method in perspective with respect to some competing models and algorithms found in literature and we show that under certain conditions, some explicit or implicit relations can be shown between these alternative methods and the presented method. Because of their similarities, these algorithms and models will be used in comparison studies in Section V after the performance bounds and some properties/characteristics of our method are examined. This will be followed by a discussion in Section VI to conclude with a summary in Section VII.

II. SIGNAL MODEL AND NOTATION

A. Notational Conventions

Scalar variables, column vectors and matrices are respectively given by lowercase lightface (u), lowercase boldface (\( \mathbf{u} \)) and uppercase boldface (\( \mathbf{U} \)) characters. Consistency of the notations then requires the \( j \)-th entry of \( \mathbf{u} \) to be denoted by \( u_j \). The probability density function (p.d.f.) associated to the random variable \( u \) will be denoted by \( p_u \) and the association is denoted as \( u \sim p_u \). Realizations of random variables or vectors are respectively given as scalars or vectors with an (arbitrary) indexing to identify the samples, e.g., \( \mathbf{u}[k] \) stands for a sample of \( \mathbf{u} \), referenced to by the index \( k \). Also, let the constants be given as uppercase lightface characters (\( U \)), the set of real numbers as \( \mathbb{R} \) and sets by calligraphic uppercase characters, whose cardinal number is \( \#(U) \). A set of \( K \) realisations from the random vector \( \mathbf{u} \) (a population) is then defined as \( \mathcal{U} = \{ \mathbf{u}[k] \mid u \sim p_u, k = 1,2,\ldots,K \} \) and will be referred to by the short-hand notation \( \{ \mathbf{u} \}_K \), although we will commonly make misuse of the notation and drop \( K \) as well as the accolades.

Furthermore, the mathematical expectation of a function \( f \) with respect to \( \mathbf{u} \) defined as \( \int p_u(x)f(x)dx \) will be denoted by \( \mathbb{E}_v(f(\mathbf{u})) \). When conditional on a function \( g \) of \( v \) it is defined as \( \int p_u(x|g(v))f(x)dx \) and will be denoted by \( \mathbb{E}_v(g(\mathbf{v}))f(\mathbf{u}) \). Only if the function \( g \) would not be clear from the context, we will denote the conditional expectation by \( \mathbb{E}_{g(\mathbf{v})}f(\mathbf{u}) \). Finally, the transpose of a vector \( \mathbf{u} \) is written as \( \mathbf{u}^T \).

B. Signal Model

In this work, we use the generative linear model, where an \( M \)-dimensional random vector \( \mathbf{y} \) can be linked to the underlying \( N \)-dimensional random source vector \( \mathbf{s} \) (generally \( M \geq N \)), through the instantaneous linear relation

\[
\mathbf{y} = \mathbf{A}\mathbf{s},
\]

which for a limited population can be expressed as \( \mathbf{y}[k] = \mathbf{A}\mathbf{s}[k], \forall k = 1,\ldots,K \). We assume that all random variables are zero-mean, without loss of generality.

III. METHODS

A. Contrast Functions

The goal of blind source separation is to estimate the set \( \{ \mathbf{s} \}_K \) in the model of Eq. (1) when only having access to a limited set of observations \( \{ \mathbf{y} \}_K \). Blind means that one has neither access to the source vector \( \mathbf{s} \), nor to the mixing matrix \( \mathbf{A} \). Since only a population sample \( \{ \mathbf{y} \}_K \) of \( \mathbf{y} \) is accessible, we need a measure to evaluate the accuracy of the possible estimations of \( \mathbf{s} \), without referencing to \( \{ \mathbf{s} \}_K \).

If we suppose that estimates of \( \mathbf{s} \) are restricted to a linear transformation \( \mathbf{H}^T \) applied on \( \mathbf{y} \) then we have the following relations: \( \mathbf{x} = \mathbf{H}^T \mathbf{y} = \mathbf{H}^T \mathbf{A} \mathbf{s} = \mathbf{G}^T \mathbf{s} \). Blind separation of \( \mathbf{y} \) into the sources \( \mathbf{s} \) can now be done by calculating an appropriate measure of \( \mathbf{x} \). If we choose this measure to be independence (or any approximation thereof), this leads to the contrast functions for ICA [3]. These contrasts can be seen as an extension to the instantaneous linear (generative) model of the objective functions for minimum entropy deconvolution introduced in [14]. It states that for the linear model of Eq. (1), any function \( \Psi_{ICA}(\mathbf{x}) \) fulfilling the properties

\begin{enumerate}
\item[(P1)] Invariance \[ \mathbf{B} = \Lambda \mathbf{P}^T \Rightarrow \Psi_{ICA}(\mathbf{x}) = \Psi_{ICA}(\mathbf{B}^T \mathbf{x}) , \]
\item[(P2)] Domination \[ \Psi_{ICA}(\mathbf{s}) \geq \Psi_{ICA}(\mathbf{B}^T \mathbf{s}), \forall \mathbf{B} \text{ and} \]
\item[(P3)] Discrimination \[ \Psi_{ICA}(\mathbf{s}) = \Psi_{ICA}(\mathbf{B}^T \mathbf{s}) \Leftrightarrow \mathbf{G} = \Lambda \mathbf{P}^T , \]
\end{enumerate}

(\( \Lambda \) and \( \mathbb{P} \) respectively a diagonal scaling matrix and a permutation matrix) is a contrast function for ICA and can be used to solve the separation problem through its maximisation. In
other words, \( x = [\arg\max_{\mathbf{H}} \Psi_{ICA}(\mathbf{H}^T \mathbf{y})]^T \mathbf{y} \) is an estimation of the source vector. Since the model is based on independent sources, it is easy to verify that permutation and scaling are indeed the inherent indeterminacies of the model.

The same strategy also applies for source extraction, where only a single source, say \( s_j \), is of interest. The above properties then translate into:

\[ (P1') \text{ Invariance} \]
\[ \lambda \in \mathbb{R}\setminus\{0\} \Rightarrow \Psi(x_j) = \Psi(\lambda x_j), \]

\[ (P2') \text{ Domination} \]
\[ \Psi(s_j) \geq \Psi(b^T s), \forall b \text{ and } \]

\[ (P3') \text{ Discrimination} \]
\[ \Psi(s_j) = \Psi(b^T s) \Leftrightarrow b = \lambda j, \]

where \( \lambda_j \) is the \( j \)-th column of a diagonal scaling matrix \( \Lambda \).

It should be clear that the permutation ambiguity, although inherent to the separation problem, does no longer exists with the above definition of contrast functions for source extraction once \( j \) has been fixed. This is in contrast with previous definitions of contrast functions for source extraction (see e.g. [7], [15], [13]), where the contrast functions have been defined keeping in mind the consecutive extraction of sources for solving the complete separation problem. It is clear that in the latter case, the order in which the sources are extracted is of no importance (cf. the permutation ambiguity in the above definition of contrast functions for ICA).

Fixing \( j \) also means that some marginal information is required to distinguish \( s_j \) from \( s_i, i \neq j \). In this work we propose to use a presence indicator, showing whether or not the sample \( s_j[k] \) has been drawn from the tails of its distribution \( p_{s_j} \).

**B. From Maximum Likelihood to a Presence Indicator**

Consider the model of Eq. (1). Having perfect knowledge of the observations (i.e. the distribution function \( p_{s_j} \) is known, or can be estimated from the samples \( y \)), the expected observation log-likelihood of \( A \) (and \( s \)) is defined as

\[
\mathcal{L}(A | y) = \int_{\mathbb{R}^N} p(y) \log p(y | A, s) du = \int_{\mathbb{R}^N} |\Delta_H| p_x(u) \log |\Delta_H| p_x(u | A, s) du
\]

\[
= |\Delta_H| \left[ \log |\Delta_H| + \int_{\mathbb{R}^N} p_x(u) \log p_s(u) \right]
\]

\[
= \int_{\mathbb{R}^N} p_x(u) \log p_s(u)\bigg|_{x = H^T y = H^T A s},
\]

where \( x = H^T y = H^T A s \) is the filter output, \( \Delta_H = \det H \) and we assumed the identities \( |\det A| = |\det H| = 1 \). Remark that these identities can always be fulfilled, e.g. by putting \( H \leftarrow |\Delta_H|^{-1/N} H \) and \( x \leftarrow |\Delta_H|^{1/N} x \). Let us furthermore define \( H^T = A^{-1} \), the maximum likelihood solution is then given as \( H = \arg \max \mathcal{L}(H | y) \).

If we furthermore assume that \( s_j \) is independently distributed with respect to \( \bar{s} = [s_1 \ldots s_{j-1}, s_{j+1} \ldots s_N] \), the likelihood becomes

\[
\mathcal{L}(H | y) = \int_{\mathbb{R}} p_{s_j}(u) \log p_{s_j}(u) du + \int_{\mathbb{R}^N} p_s(u) \log p_s(u) du,
\]

where \( \bar{x} \) is defined analogously as \( \bar{s} \).

With the (log-)likelihood function defined as in Eq. (2), \( p_{s_j} \) and \( p_{s} \) have to be available (e.g. through a parametrisation).

However, since we are only interested in \( s_j \), we can consider the latter as a nuisance parameter and marginalise our log-likelihood over \( p_s \), yielding

\[
\mathcal{L}(h_j | y) = \int_{\mathbb{R}} p_{s_j}(u) \log p_{s_j}(u) du,
\]

however, we still need \( p_{s_j} \), which is rarely available. To circumvent this drawback, we opt for a minimal parametrisation of a distribution \( p_{s_j} \) by dividing its support set \( S \) (generally \( \mathbb{R} \)) into two half spaces \( B = \{ u \ | \ u > C \} \) and \( \overline{B} = S \setminus B \) and define the probabilities

\[
P_{s_j}(B) = \int_B p_{s_j}(u) du,
\]

\[
P_{s_j}(\overline{B}) = \int_{\overline{B}} p_{s_j}(u) du = 1 - P_{s_j}(B).
\]

This is also defined as a Bernoulli distribution associated to our variable \( s_j \) for the events \( s_j \in B \) and \( s_j \not\in B \) and brings us to

\[
\mathcal{L}(h_j | y) = P_{s_j}(B) \log P_{s_j}(B) + P_{s_j}(\overline{B}) \log P_{s_j}(\overline{B})
\]

We are still left with the parameter \( P_{s_j}(B) \). To overcome this, we can define the conditional marginal likelihood function

\[
\mathcal{L}(h_j | y, I_{s_j}) = P_{s_j}(B | I_{s_j}) \log P_{s_j}(B | I_{s_j}) + P_{s_j}(\overline{B} | I_{s_j}) \log P_{s_j}(\overline{B} | I_{s_j})
\]

and

where we denoted by \( I_{s_j} \) the event \( |s_j| > C \) (i.e. \( s_j \in B \)), which is a presence indicator for \( s_j \) with respect to a threshold \( C \) and where \( P_{s_j}(B | I_{s_j}) = 1 \) and \( P_{s_j}(\overline{B} | I_{s_j}) = 0 \). It is clear that this conditional likelihood heavily penalizes estimates \( x = H^T y \), which are not conditionally distributed as the sources, or for which \( P_{s_j}(I_{s_j}) > 0 \). If we denote by \( C_{u} = \{ k \ | |u[k]| > C \} \) a set of conditional sample indexes, we have that the likelihood for a population sample \( \{ x \}_K \) of \( x \) strongly penalises the condition \( C_{s_j} \setminus C_{u} \neq \emptyset \).

In the sequel, let us define \( x = x_j \) or \( \{ x_j \}_K \) and \( h = h_j \), as well as \( \mathcal{L}(x) = \mathcal{L}(h_j | y, I_{s_j}) \) for notational convenience.

Let us now verify whether \( \mathcal{L}(x) \) can be used as a contrast function for the extraction of \( s_j \) from a mixture \( y \) by examining if it fulfills the properties \((P1')-(P3')\).

\[ (P1') \text{ By replacing the condition } |u| > C \text{ by } |u| > C_u, \text{ with } C_u = C \sigma_u \text{ in the above definitions (} \sigma^2_u \text{ being the second order moment of } u \text{), } \mathcal{L}(x) \text{ meets property } (P1'). \]

\[ (P2') \text{ It is easy to see that } \mathcal{L}(s_j) = 0, \text{ and since we have } \mathcal{L}(x) \in [0, -\infty), \text{ property } (P2') \text{ is fulfilled for } \mathcal{L}(x). \]

\[ (P3') \text{ The discrimination property requires that } \mathcal{L}(x) = 0 \text{ if and only if } x = \lambda s_j, \text{ with } \lambda \in \mathbb{R}\setminus\{0\} \text{ a scaling factor. This condition should be investigated in more detail, and } \]
we content ourselves by proving that $\mathcal{L}(x)$ fulfils this property for a specific source model.

*Proposition 1:* $\mathcal{L}(x)$ is a contrast for the source model $s$ where $s_j$ is independently distributed with respect to $\vec{s} = [s_1 \ldots s_{j-1}, s_{j+1} \ldots s_N]^T$ and this for any $C > 0$.

For a proof, we refer the reader to the appendix.

Now we know that $\mathcal{L}(x)$ is a contrast under the above condition, $\vec{s}_j$ can be found by maximising the conditional marginal likelihood from Eq. (4). Because $\vec{s}_j$ is a singular point and $\mathcal{L}(x) \in \{0, -\infty\}$, the maximisation of $\mathcal{L}(x)$ is equivalent to an exhaustive search over $\mathcal{H} = \{h\}$ and thus NP hard.

C. Relaxation of the Binary Likelihood Function

To assure the optimisation of the above likelihood function is no longer NP hard, we can replace the conditional probability density function in Eq. (4) by a smooth function.

Let us consider a candidate conditional probability

$$p_{s_j}(u \mid I_{s_j}, \beta) = \begin{cases} C_1 e^{\beta u^2 / \sigma^2_{s_j}} & \text{if } |x| \leq D \\ 0 & \text{otherwise} \end{cases}, \quad (6)$$

where the proportionality constant $C_1$ is the appropriate integration constant and $\sigma^2_{s_j}$ guarantees the invariance with respect to scaling (P1). The above conditional p.d.f. is not necessarily restrictive, because in a practical situation, we can always find a $D'$ sufficiently large such that $p_{s_j}(|s_i| > D') \approx 0, \forall i$. Moreover, the definition of Eq. (6) always allows us to choose such a $D'$ together with a value for $C$ such that the condition in Eq. (5) is met. For the generative model, we have $x = g^T$'s and thus by taking $\max_{g_i} |g_i| < \infty$ it follows that $p_{s_j}(|x| > N D' \max_{g_i} |g_i|) \approx 0$, thus allowing for any value $D \geq N D' \max_{g_i} |g_i|$.

With the above conditional p.d.f. from Eq. (6), the conditional marginalised log-likelihood of the estimate $x$ can be written as

$$\mathcal{L}(x) = \int p_x(u \mid I_{s_j}) (\beta u^2 / \sigma^2_{s_j} + \log C_1) du$$

$$= \log C_1 + \beta \int p_x(u \mid I_{s_j}) u^2 / \sigma^2_{s_j} du. \quad (7)$$

This functional has some attractive algebraic properties, as we will see next.

D. A Contrast with an Algebraic Optimum

The maximisation of $\mathcal{L}(x)$ in Eq. (7) is equivalent to the maximisation of $\Psi(x) = E_{s_j} \{x^2 / E\{x^2\}\} = E_{s_j} \{x^2\} / E\{x^2\}$, where we use $E\{x^2\}$ as an estimator for $\sigma^2_{s_j}$ in the maximum likelihood sense. Introducing the shorthand notations $\Phi_u^x = E_{s_j} \{uu^T\}$ and $\Phi_u = E\{uu^T\}$, we can write

$$\Psi(x) = \Phi_u^x \Phi_u^{-x} = \frac{h^T \Phi_u^x h}{h^T \Phi_u h} \quad (8)$$

This is a generalised Rayleigh quotient, and its maximisation has as an algebraic solution; see e.g., [16, Sec. 8.7.1].

The maximisation of Eq. (8) can be done through the eigenvalue decomposition of $\Phi_u^x \Phi_u^{-x}$ (whenever $\Phi_u$ is invertible) and choosing the major eigenvector/eigenvalue pair $q$, $\lambda$ for which

$$\Phi_u^x \Phi_u^{-x} q = \lambda q. \quad (9)$$

$\lambda$ is the maximum function value and $q$ is the estimate of $h$ from which we obtain $x = \tilde{s}_j = h^T y$.

We have already seen that the log-likelihood as defined in Eq. (4) is a contrast function for a source $s_j$ independently distributed with respect to $s_i, i \neq j$. Moreover, by $\Psi(x)$ in Eq. (8) is an approximation thereof, we need to investigate under what conditions the above approximate likelihood may be considered as a contrast function.

*Proposition 2:*

$$\Psi(x) = \frac{\Phi_u^x}{\Phi_u} \text{ subject to } x = h^T y \quad (10)$$

is a contrast for the extraction of $s_j$ under the following sufficient conditions $\forall i \neq j$:

(C1) $E\{s_i s_j\} = 0$

(C2) $E_{s_i} \{s_j s_i\} = 0$

(C3) $E_{s_j} \{s_i^2\} / E\{s_j^2\} > E_{s_j} \{s_i^2\} / E\{s_i^2\}$

For the proof, we refer the reader to the appendix.

Remark that the statistical independence of $s_j$ with respect to $\vec{s}$ is no longer a necessary condition, and that this condition has been relaxed to second-order independence (decorrelation) only.

IV. CONNECTION TO OTHER METHODS

While the starting point of our method is quite different than those of the methods that will be discussed below, certain connections with some methods in literature can be made. We insist on clarifying the coherences between those methods and the proposed MaxViT method before the presentation of the results as to motivate our choice of algorithms used in later comparisons.

A. ICA

In most practical cases, the mutual independence of the sources is an acceptable prior, which makes ICA one of the most popular source separation algorithms nowadays [17], [18], [19], [3]. We prove next that the independence of the sources is a sufficient condition to be recovered by the approximate maximum likelihood estimator of MaxViT, under the assumption that the conditional covariance can be calculated, i.e., the set $C_{s_j}$ should be available.

Since the independence of the entries already assures that (C1) and (C2) are met, we are left to show the plausibility of (C3) under the independence assumption. Independence
means that \( p(u|s_j) = p(u), \forall u \neq f(s_j) \), where \( f() \) can be any function. We thus have \( E_s \{ s_i^2 \} = E \{ s_i^2 \}, \forall i \neq j \) and \( E_s \{ s_j^2 \} > E \{ s_i^2 \} \), where the last inequality is proven in the appendix. In addition, the results obtained in the appendix, allow us to alter the condition in Eq. (5) to \( \int \rho_s(u) g(u) du \rightarrow 0 \), which is a condition on the function \( g(u) = \log \rho_s(u | Z_s) \), but now in relation to \( \rho_s(u) \).

B. Reference-based Filtering

When a reference signal is available for the extraction of a source, one can use extraction filters such as obtained, amongst others, via the optimal Wiener filter estimate [1] or via Blind Source Separation with a Reference (BSSR) [11]. In this section we show that by choosing the right reference for the Wiener filter or the BSSR method, we obtain the same result as with the approximate maximum likelihood estimator of MaxViT under certain conditions.

Consider first the Wiener filter \( h_W = E \{ yy^T \}^{-1} E \{ yr \} \), where \( r \) is the reference signal. Taking as a reference \( r = s_j \), we have \( h_W = \Phi^T y E \{ y s_j \} \) and the variance of the output \( x_W = h^T_W y \) is

\[
\Phi_{xW} = E \{ s_j y^T \} \Phi^T y E \{ y s_j \} = E \{ s_j s_j^T \} A^T (A \Phi s A^T)^{-1} A E \{ s_s \} = E \{ s_j^2 \} \Phi_{s_j}^{-1} \]

where the last equality follows from (C1), from which follows that \( \Phi_{s_j}^{-1} \) is the closed-form solution of the non-vanishing conditional covariance between these methods to show that they are near optimal in the sense that they are derived from a quasi-likelihood. Additionally, we will show the robustness of the BSSR method for the aforementioned specific case. Remark that, whenever we will refer to BSSR in the sequel, we refer to the iterative version of [11].

V. RESULTS

A. Estimation Bounds of MaxViT

In this section we establish the error bounds on the estimation of \( s_j \) in the model \( x = h^T A s = g^T s \). This error can be measured through the interference to signal ratio (ISR) defined as

\[
\text{ISR} = \frac{\sum_{i \neq j} |g_i|^2}{(n-1)|g_j|^2} ,
\]

which is a measure for the average interference, and takes the value zero if and only if the extraction filter is the \( j \)-th canonical vector.

The filter \( g \) is the product of the dominant eigenvector \( h \) associated to \( A \Phi s^T A / A \Phi s A^T \) and \( A \). Here, we only consider the bias in the estimate of \( h \) as a consequence of the non-vanishing conditional covariance between \( s_j \) and \( s_{i,i} \neq j \). The ISR as a function of this covariance can be calculated for \( s \in R^2 \) as:

\[
\text{ISR}(\rho, \delta) = \frac{\sqrt{\delta^2 + |\rho|^2} - \delta}{\sqrt{\delta^2 + |\rho|^2} + \delta} \rho \rho \frac{\sqrt{1 + (|\rho|/\delta)^2} - 1}{\sqrt{1 + (|\rho|/\delta)^2} + 1} ,
\]

where

\[
\delta = (\Phi_{s_j} - \Phi_{s_{i}}) / 2 \quad \rho = E \{ s_j s_i \} .
\]

The calculations for the value of ISR are given in appendixes C and D and the relation between \( |\rho|/\delta \) and the theoreti-
The theoretical bounds for the value of ISR as a function of the conditional covariance $\rho$ and the conditional variance domination $\delta$.

The above Eq. (16) is a compact expression for the case $s \in \mathbb{R}^2$, but for $s \in \mathbb{R}^n, n > 2$ the calculations become more cumbersome. For $n = 3$ we turn to simulations on a synthetic dataset, for which we give the results below.

### B. Performance Comparison

To compare the performance of our algorithm with respect to the related algorithms discussed in Section IV, a dataset has been created based on realisations of a source vector $s \in \mathbb{R}^3$, for which we have $K = 1000$ realizations. The entries in $\{s\}_{10^3}$ are samples from an i.i.d. unit-variance, zero-mean Laplacian distribution. The so-obtained source signals are then transformed through a unitary matrix $A$ to the observation space $y = As$. Without further specifications, we have set $C = 1$ to determine the conditional probabilities.

The algorithms of the Wiener filter and our MaxViT algorithm both have a closed form solution, whilst the ICA algorithm (COM2 [3], without pre-whitening, since we have a unitary mixture) and the BSSR algorithm (taken at higher order $2p = 4$ for the evident reason of avoiding similarity with our MaxViT contrast, see section IV-B) are iterative. The COM2 algorithm has been run over the classical $[1 + \sqrt{n}]$ sweeps over all the signal pairs, which guarantees (although heuristically) its convergence. The BSSR algorithm has either been run until convergence or over $10^3$ iterations, whatever has been reached first. Since COM2 provides a separation rather than an extraction, we only retained the output $x_i$ that had the highest correlation with $s_i$, the source of interest.

Both BSSR and the Wiener filter can be used with different reference signals. To restrict the wide scope of possibilities, we retain only those references that have a close resemblance with the conditional used for MaxViT, i.e., through the indicator function $I_{s_i,C}(k) = 1 \iff k \in C_{s_i}$. The so obtained reference signal $r$ is then defined as

$$r[k] = \begin{cases} s[k] & \text{if } |s[k]| > C \\ 0 & \text{otherwise} \end{cases} \quad . (19)$$

Derivations of this reference function defined as $b = \text{sign}(r)$ (see also Eq. (14)) or $|b| = |\text{sign}(r)|$ are also used, where we define $\text{sign}(0) = 0$. Similar reference functions have also been proposed, e.g., in [21], [10]. All experiments are evaluated over 1000 Monte Carlo realisations of $\{s\}_{10^3}$ and $A$.

In Table II, we show the mean ISR value as defined in Eq. (15). The ISR is a measure that quantitatively measures the interference to signal ratio, and does not make any assumption on the distribution of the error. Table II is organised in such a way, that, reading it from left to right, the information content in the reference signal decreases. The values between brackets are obtained after a rotation of the i.i.d. vector $s$ by a unitary matrix. This results in decorrelated entries of $s$ that are no longer guaranteed independent.

### TABLE I

<table>
<thead>
<tr>
<th>$c$</th>
<th>Uniform</th>
<th>Normal</th>
<th>Laplace</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1$</td>
<td>0.12±0.09</td>
<td>0.09±0.07</td>
<td>0.07±0.06</td>
</tr>
<tr>
<td>$\sqrt{2}$</td>
<td>0.12±0.10</td>
<td>0.09±0.07</td>
<td>0.07±0.06</td>
</tr>
<tr>
<td>$\sqrt{3}$</td>
<td>N/A</td>
<td>0.10±0.06</td>
<td>0.09±0.06</td>
</tr>
</tbody>
</table>

For $c = \sqrt{3}$, we have $\nu_{s_j}(B) = 0$ and our method is not applicable (N/A).
TABLE II

| r     | b     | |b|   | no ref. |
|-------|-------|------|------|---------|
| MaxViT(1)   | -36.01 | -28.62 | |       |
| MaxViT(√3)   | -34.19 | -28.58 | |       |
| Wiener      | -36.01 | -29.37 | -25.89 | -17.31 |
| BSSR_p=2    | -26.13 | -31.91 | -31.91 | |       |
| COM2        | -33.80 | -29.30 | -29.30 | -24.26 |

C. Influence of Additive Noise

We start from the same observations and source signals as defined above. To discard the influence of the parameter quotient $|\rho|/\delta$ on the ISR - see Eq. (16) - we assure that we have $p(|s_i| > C\sigma_1, |s_j| > C\sigma_2) = p(|s_j| > C\sigma_2 | |s_i| > C\sigma_1) = 0, \forall i \neq j$ by permuting the samples of $|s_j|$ appropriately. To test the performance of the algorithm under noisy conditions, centred Gaussian noise $\eta \sim N(0, \sigma^2 I_3)$ has been added to the observations $y$. Since the observations are standardized and the noise is isotropic, the signal to noise ratio (SNR) can be expressed with the simple relation $\text{SNR} = \sigma^{-2}$. The model reads $y = As + \eta$ and the estimate of $s_j$ is $x = g^T s + g^T \eta$.

The influence of the SNR on the performance parameter ISR is shown in Fig. 2. Since in the case of additive noise, an accurate estimate of the filter does not guarantee an accurate estimate of the source, we also give the value of $1 - |\rho|$, with $\rho$ the sample estimate of $E\{x s_1\}/E\{x^2\}^{1/2}E\{s_1^2\}^{1/2}$. This direct comparison between the source estimate $x$ and the source $s_1$ can be found in Fig. 3. The comparison of MaxViT has been carried out with respect to the algorithms used in Table II, however, making a selection of reference signals which we judged most useful for comparison. This includes the performance of a Wiener filter and the BSSR method with an unsigned reference $|b|$, adding exactly the same amount of information as is used in MaxViT.

To complete the performance picture, we also add MaxViT with $c = \sqrt{3}$ for comparison. Note that in Fig. 3, the Wiener solution has all of its performance values out of the range used for plotting (ISR(Wiener(|b|)) ∈ [10, 50](dB)).

D. Robustness with Respect to the Conditional Set

We start from the same observations and source signals as defined above. To discard the influence of the parameter quotient $|\rho|/\delta$ on the ISR - see Eq. (16) - we assure that we have $p(|s_j| > C\sigma_1) > C\sigma_2) = p(|s_j| > C\sigma_2 | |s_i| > C\sigma_1) = 0, \forall i \neq j$ by permuting the samples of $|s_j|$ appropriately. To test the performance of the algorithm under noisy conditions, centred Gaussian noise $\eta \sim N(0, \sigma^2 I_3)$ has been added to the observations $y$. Since the observations are standardized and the noise is isotropic, the signal to noise ratio (SNR) can be expressed with the simple relation $\text{SNR} = \sigma^{-2}$. The model reads $y = As + \eta$ and the estimate of $s_j$ is $x = g^T s + g^T \eta$.

The influence of the SNR on the performance parameter ISR is shown in Fig. 2. Since in the case of additive noise, an accurate estimate of the filter does not guarantee an accurate estimate of the source, we also give the value of $1 - |\rho|$, with $\rho$ the sample estimate of $E\{x s_1\}/E\{x^2\}^{1/2}E\{s_1^2\}^{1/2}$. This direct comparison between the source estimate $x$ and the source $s_1$ can be found in Fig. 3. The comparison of MaxViT has been carried out with respect to the algorithms used in Table II, however, making a selection of reference signals which we judged most useful for comparison. This includes the performance of a Wiener filter and the BSSR method with an unsigned reference $|b|$, adding exactly the same amount of information as is used in MaxViT.

To complete the performance picture, we also add MaxViT with $c = \sqrt{3}$ for comparison. Note that in Fig. 3, the Wiener solution has all of its performance values out of the range used for plotting (ISR(Wiener(|b|)) ∈ [10, 50](dB)).

D. Robustness with Respect to the Conditional Set

Assume we no longer have $p(\cdot | |s_j| > C\sigma_1)$ but rather $p(\cdot | |s_j| + \eta > C\sigma_1)$, where $\eta$ is a nuisance parameter expressing the uncertainty we have about our initial condition. As before, let us denote by $C_{s_j} = \{k | |s_1(k)| > C\sigma_1\}$ the conditional set of sample indexes. We can now suppose that the samples are no longer independently drawn but rather conditionally on their index $k$, which gives us a sample-based conditional $p(u[k] | k \in C_{s_j})$. In what follows we experimentally analyse the robustness of the algorithm with respect to a mismatch of the conditional set $C_{s_j}$.

As above, we have $K = 1000$ realizations of three i.i.d. standardised Laplacian sources $s$ observed through the observations $y$ through a unitary mixture $A$. The samples of $s_j$ have been permuted such that $\forall i \neq j, s_i \cap \bigcup_s C_{s_i} = \emptyset$ and thus the source $s_j$ can be estimated since we have $E\{|s_i(s_i)\} = 0, E_{s_j}(s_i(s_j)) = 0$ (i.i.d. variables) and $\Phi_{s_j} / \Phi_{s_j} > 1$ (see Section V-A). Remark that we artificially lowered the theoretical ISR estimation bound by permuting the samples and thus augmenting $\delta$. Also, define the following sets of sample indexes:

- $K = \{k | k \in \mathbb{N}, 1 \leq k \leq K\}$
- $S_{s_j} = K \setminus C_{s_j}$
- $C_{s_{s_j}} = \bigcap_{s_i} C_{s_i}$
- $C_{s_{s_j}} = (\bigcup_{s \neq s_j} C_{s_i}) \setminus C_{s_j}$

The latter two sets are respectively the neutral and the conflicting set with respect to $s_j$.

Consider also the following three set operations:

- Shrinkage$(P_1, n)$:
  $P_2 \subseteq P_1$ with $\#(P_2) = (1 - n) \times \#(P_1)$
Moreover, the little performance gain that can be obtained by using a probability conditioned on the source of interest only.

We also outperform a completely blind algorithm based on a Wiener filter that have access to a larger amount of information, based algorithms BSSR (2p = 4). However, notice that small errors in the filter estimate induce a smaller error in the filter output than the waveform \( r \) from Eq. (19), which is generally not available. In an observation environment contaminated by isotropic Gaussian distributed zero-mean i.i.d. noise, the MaxViT estimator shows to be robust, being competitive with the methods used in the comparison, with a slight estimation gain over almost the whole SNR range used in the simulations (Figs 2, 3). The only competitor that outperforms MaxViT is the Wiener estimate, using the source samples on the sample indexes belonging to \( C_{s_j} \) to construct the reference, but as mentioned above, this goes at a cost of a non-negligible information gain in the prior.

We also observe from Table II that the performance of BSSR remains equal, whether a signed or unsigned binary reference is used. This is an immediate consequence of the limitation of the BSSR algorithm to use even powers in the reference (2p) [11]. Surprisingly, as can be seen from the same Table II, the BSSR (and we can extrapolate this performance to the QHOC method) algorithm does not yield a significant increase in estimation accuracy with an increase in available information from \( b \) to \( r \). This points out that the conditional relative variance may be seen as a sufficient statistic to extract the source \( s_j \) from the mixture.

The MaxViT estimator also has been shown to be quite robust to mismatches with respect to the conditional set \( C_{s_j} \), see Fig. 4(b). This distinguishes our method from other works such as [9], [22], [11], where the estimator is reported to be susceptible to mismatches between the used reference and \( s(k)_j \), especially with respect to its phase. Heuristically, BSSR has already been shown to be robust to reference mismatches including time shift and sample omission (i.e., the equivalent of a shrinkage of the set \( C_{s_j} \)) [23]. By placing BSSR in the framework of MaxViT, this can now partly be explained by the robustness of MaxViT to the conditional set \( C_{s_j} \). This follows from the supposition that BSSR with a binary reference inherits certain properties of MaxViT, whilst being equivalent to MaxViT for \( 2p = 2 \) and reference signal \( b \) defined in Section V-B.

VI. DISCUSSION

The performance of MaxViT in the noiseless case has shown competitive results with respect to the algorithms used in the comparison Table II. MaxViT even outperforms the reference based algorithms BSSR (2p = 4) and the limited support Wiener filter that have access to a larger amount of information (b instead of |b|) makes a 1 bit per sample information gain. We also outperform a completely blind algorithm based on higher order statistics (COM2), showing the advantage of using a probability conditioned on the source of interest only. Moreover, the little performance gain that can be obtained by the Wiener filter is at the expense of a highly informative prior, using the waveform \( r \) from Eq. (19), which is generally not available. In an observation environment contaminated by isotropic Gaussian distributed zero-mean i.i.d. noise, the MaxViT estimator shows to be robust, being competitive with the methods used in the comparison, with a slight estimation gain over almost the whole SNR range used in the simulations (Figs 2, 3). The only competitor that outperforms MaxViT is the Wiener estimate, using the source samples on the sample indexes belonging to \( C_{s_j} \) to construct the reference, but as mentioned above, this goes at a cost of a non-negligible information gain in the prior.
the additional noise does. This can be deduced from the fact
that our filter output can be written as a function of the optimal
filter \( \mathbf{h}^* \) and a perturbation \( \varepsilon \), as \( x^* + \varepsilon = (\mathbf{h}^* + \varepsilon) \mathbf{y} \),
whereas in the case of additional noise, the same error in the
filter estimate results in \( x^* + \varepsilon = (\mathbf{h}^* + \varepsilon) \mathbf{y} = x^* + \varepsilon + (\mathbf{h}^* + \varepsilon) \mathbf{y} \). Thus for the same error in the filter
estimate, we would obtain a better estimate of the source if
the error is due to the set mismatch only.

Note that despite the use of optimally designed simulations
to reduce the fraction \( |\rho|/\delta \) and thus to minimise the ISR
(by choosing \( C_{s_j} \cap (\bigcup_{j \neq s_j} C_{s_j}) = \emptyset \)), we may generalise our
results to independently distributed sources that have not
been corrected, since from Table I we have that the fraction
\( |\rho|/\delta \) generally remains acceptably small for i.i.d. Laplacian,
Gaussian and uniform sources.

A quick overview of the performance of the MaxViT
algorithm can be given by evaluating under what conditions
we obtain an acceptable ISR of \(-30\)dB. It follows from Figs 2
and 3 that we accept a signal to noise level no lower than 4dB
and (from Figs 4(a)-(c)) a worst case interchange of indexes
of \( C_{s_j} \), with \( C_{s_j} \), of up to 7\% of \#\( C_{s_j} \). However, in practical
situations, an estimation of the set \( C_{s_j} \) is usually done
without care and even when unfortunately chosen, we would
randomly interchange samples between sets. This can be done
for up to some 30\% to 70\% of the samples of \( C_{s_j} \), depending
on whether conflicting, respectively neutral sample indexes are
added. In practical situations, a set estimate \( C_{s_j} \) offering a
considerable performance should thus often be available, e.g.,
by using a threshold on the amplitude of the observations (as
in [22]) or based upon prior knowledge of the support in the
frequency domain (see e.g., [24]).

The estimation of a source \( s_j \) from a set of observations \( y \)
can be done for every source in the mixture (approximately)
satisfying the sufficient conditions (C1)-(C3) and this when-
ever an approximation of its conditional set is available. When
more than one source is of interest, we propose an iterative
estimation without deflation, especially when \#\( C_{s_j} \cap C_{s_j} \)
is relatively small. Avoiding the subtraction of the projection of
\( y \) onto \( s_j \) from \( y \) prior to estimating \( s_j \), reduces the possible
error propagation from which the deflation approaches suffer.

Also interesting is the similarity between the sparsity pursuit
methods (e.g. [25]), where the objective is to have a low
approximation error of the observations (with respect to some
measure, generally \( \ell_2 \) with only few representative basis
functions and our MaxViT model, aiming at minimising the
approximation error (through a maximisation of the explained
variance of the observations) on a limited amount of samples
(the basis functions being Dirac functions). While MaxViT
needs a prior knowledge about the presence of \( s_j \) (in absolute
value with respect to a threshold level \( C_{s_j} \)), sparsity pursuit
for multidimensional signals aims at searching a combination
of the minimum number of dictionary elements needed to
approximate the observations [26], when the mixing matrix
\( \mathbf{A} \) is known. Combining these two strategies would give a
weighted conditional covariance \( E_{s_j} \{ yy^T \} = E_{\{ yD^CY^T \}} \),
where \( D \) can be any dictionary (including the ensemble of
Dirac functions). Maximising the MaxViT contrast under a
maximum sparsity constraint could then be done jointly over
\( h \) and \( D \), but this should be investigated in more detail.

Within the framework of sparse component analysis,
MaxViT - calculating the variance dominance on a subset of
the observations - can then also be seen in the category of
algorithms based on piecewise linear source separation [26],
[27]. The latter has the basic assumption that outside the
support of the source of interest, its amplitude is zero or is
captured in the background noise with a predefined (low) noise
variance. MaxViT has an equivalent assumption on the source
presence, namely that it is negligible, except on the support
\( C_{s_j} \). This is even more clear when we consider the following
slightly adapted MaxViT contrast function,

\[
\Psi'(x) = \frac{E_{s_j}\{x^2\} - E\{x^2\}}{E\{x^2\}} = \Psi(x) - 1 .
\]

This equation has the same maximisers, but we now have that
all other eigenvalues - other than the major eigenvalue - equal
0. The maximisation of \( \Psi(x) \) is thus equivalent to a search
for a matrix \( \mathbf{H} \) that renders the diagonal of \( \mathbf{H}^T (E_{s_j}\{yy^T\} - E\{yy^T\}) \mathbf{H} \) maximally sparse.

In Section IV, we have shown that the independent source
model, which is the basis for ICA, is also a suitable MaxViT
model under a not too restrictive condition (i.e., the condition
is generally satisfied by the sources because of their inde-
pendence). Within this perspective, MaxViT (and thus also
BSSR at order \( 2p = 2 \)) may be seen as a direct competitor to
cICA [10]. Where the methods of cICA are generally based on
the formation of an augmented Lagrangian in the framework
of constrained programming using iterative updating methods
and Newton iterations, the contrast function in MaxViT offers
a closed form estimator for the extraction filter. Contrary to
the family of cICA algorithms, we can now guarantee a global
optimiser in the low-noise conditions. Moreover, in the noise-
less case and for independent generating sources, MaxViT
will provide a filter estimate from which we can obtain the
independent source, of course under the condition that we can
approximate the conditional set \( C_{s_j} \), sufficiently well. A simple
indicator function \( I_{s_j,C}(k) = 1 \) if \( k \in C_{s_j} \) and 0 otherwise,
can now be seen as a simple binary reference signal. It should
be investigated whether an appropriate weighing of \( I_{s_j,C}(k) \)
(e.g., as a function of the confidence one has in the relation
\( k \in C_{s_j} \)), getting a waveform rather than a binary reference,
would yield better results.

Another drawback of the cICA based methods, is the
constraint on the solution space to the correlation hyper cone
around the reference signal, which is defined as \( \mathcal{H}_c = \{ x : \frac{E\{xx^T\}}{E\{x^2\}} \leq \epsilon \} \). This requires a constant
c to be set, separating the search space in an admissible and
inadmissible correlation half space (the hypercone \( \mathcal{H} \) acting as
the separating surface). The choice of the value attributed to
the constant has a direct consequence on the convergence of
the algorithms and is generally not intuitive [10]. As explained
in Section III, the only constant in MaxViT that has to be set, is
\( C \). Fortunately, from Table I we see that its value is not critical,
and if large sample populations. In practical situations,
where only a small population sample is available, it should
neither be taken too large, nor too small, respectively because
of the conditional correlation would be calculated on a too small
sample set or because the condition in Eq. (5) would no longer be met. Even more, it should be remarked that in practice we can use an arbitrary function \( f(s_j) \) in the conditional instead of a simple threshold on its absolute amplitude. Its interest may be to lower \(|\mu|/\delta \) on the set \( C_{s_j} \). However, this is out of the scope of this paper and should be further investigated.

VII. CONCLUSION

We have shown that the maximising the likelihood criterion conditioned on a presence indicator gives rise to a contrast function for the extraction of a source of interest. The filter corresponding to the optimum of the contrast function can be found algebraically, provided that the conditional second moment can be estimated from the observations. The MaxViT estimator has interesting properties, such as robustness to noise or perturbations of the conditional set, making it a valuable alternative to constrained ICA algorithms.

APPENDIX

A. Proof of Proposition 1

Since the log-likelihood is either 0 or \((-\infty)\), and \( \mathcal{L}(x) = 0 \) holds if and only if we have \( p_x(\mathcal{B} \mid I_{s_j}) = 0 \), it remains to prove that the latter condition implies the equality \( x = \lambda_j s_j \).

Proof: Suppose that we have \( x \neq \lambda_j s_j \), and thus \( x = g^T s = g_j s_j + \sum_{i \neq j} g_i s_i = g_j s_j + \delta \), where at least one \( g_i \) has a non-zero value for which \( p_x(\mathcal{B} \mid I_{s_j}) = 0 \).

Since \( s_j \) is independently distributed with respect to \( \delta \) and thus with respect to all \( s_i(i \neq j) \), we have that \( s_j \) is independently distributed with respect to \( \delta \). As a consequence, the distribution \( p_x(u \mid I_{s_j}) \) can be written as the convolution of the distributions \( p_x(u \mid I_{s_j}) \) and \( p_x(u) \), or

\[
\begin{align*}
\text{for } x \in \mathcal{B} : p_x(u \mid I_{s_j}) &= p_x(u) \\
\text{for } x \notin \mathcal{B} : p_x(u \mid I_{s_j}) &= 0
\end{align*}
\]

A necessary condition for \( x \) to yield \( \mathcal{L}(x) = 0 \) is that \( p_x(u \mid I_{s_j}) = 0, \forall u \in \mathcal{B} \). However, if \( \exists \varepsilon \) with non-zero Lebesgue measure for which the support set \( \mathcal{S} \) of \( p_x \) has a measure \( |\mathcal{S}| \geq \varepsilon \) and for which \( p_x(\mathcal{S} \mid u \in C \pm \varepsilon) > 0 \), then, by Eq. (20). \( \exists \mathcal{B} : p_x(u \mid I_{s_j}) > 0 \). As a consequence, our initial supposition was wrong and we must have \( g_i = 0, \forall i \neq j \), i.e. \( \mathcal{L}(x) = 0 \Rightarrow x = \lambda_j s_j \).

B. The objective function of Eq. (10) is a contrast for the extraction of \( s_j \).

To proof that \( \Psi_x \) is a contrast under the conditions (C1)-(C3) from Section III-D, we need to show that it has the properties (P1')-(P3') from Section II-B.

Proof: The indeterminacy of the source scaling has been taken care of by the denominator in Eq. (10), and thus (P2') holds.

Furthermore we have

\[
\frac{h^T \Phi_y h}{h^T \Phi_y h} = \frac{g^T \Phi_x g}{g^T \Phi_x g} = \frac{\sum_i |g_i|^2 \Phi_x^{(i)}}{\sum_i |g_i|^2}.
\]

since our sources are uncorrelated, both conditionally and unconditionally. Splitting up the sum in the different contributions gives us (up to a multiplicative positive constant)

\[
|g_{ij}|^2 \Phi_x^{(i)} + \sum_{i \neq j} |g_i|^2 \Phi_x^{(i)} + \sum_{i \neq j} |g_i|^2 \Phi_x^{(i)} - \sum_{i \neq j} |g_i|^2 \Phi_x^{(i)}.
\]

which can be rewritten as

\[
\Phi_x^{(i)} + \sum_{i \neq j} |g_i|^2 (\Phi_x^{(i)} - \Phi_x^{(i)}) \leq \Phi_x^{(i)}
\]

where the inequality follows from \( \Phi_x^{(i)} - \Phi_x^{(i)} < 0, \forall i \neq j \). This proofs the domination.

We also have

\[
\Phi_x^{(i)} = \sum_{i \geq 2} |g_i|^2 (\Phi_x^{(i)} - \Phi_x^{(i)}) = 0.
\]

Now, since \( \Phi_x^{(i)} - \Phi_x^{(i)} < 0, \forall i \neq j \), we have the above equality if and only if \( |g_i|^2 = 0, \forall i \geq 2 \). And thus

\[
\sum_{i \geq 2} \frac{g_i^T \Phi_x^{(i)}}{g_i^T \Phi_x^{(i)}} \Phi_x^{(i)} - \Phi_x^{(i)} \]

This proofs the discrimination and thus, together with the domination, (P1') and (P3') are fulfilled.

Since any objective function fulfilling (P1')-(P3') is a contrast function for source extraction, our function \( \Psi(x) \) in Eq. (10) is a contrast under the conditions (C1)-(C3).

Note that this could further be extended to the case where the covariance \( E_{s_j} \{s_i s_j\} \neq 0, \forall i, k \neq j i \neq k \), as long as \( E_{s_j} \{s_i s_j\} = 0, \forall i \neq j \). For the proof, define \( \delta = [s_1, s_2 \ldots s_{j-1}, s_{j+1} \ldots s_{n}]^T \). Now take the eigenvalue decomposition of \( \Phi_x^{(i)} \) as \( V \Phi_x^{(i)} V = \Delta \), where \( \Delta \) is a diagonal matrix with the eigenvalues \( \lambda_i \) on its diagonal and extend \( V \) to

\[
\tilde{V} = \begin{pmatrix}
1 & 0_{n-1} \\
0_{n-1} & V
\end{pmatrix}
\]

where \( 0_{n-1} \) is a vector of zeros in \( \mathbb{R}^{n-1} \). The proof then continues similarly as above but replacing \( \Phi_x^{(i)} \) by \( \Delta \) and \( g \) by \( \tilde{V} g \). As a consequence, condition (C3) in Section III-D becomes \( \Phi_x^{(i)} > \max \lambda_i \).

C. Algebraic Solution for the 2 × 2 Case

Suppose that \( y \) has uncorrelated, unit-variance and zero mean entries, without loss of generalisation, since \( y \) can always be rendered so through whitening. Since \( \Phi_y = I_2 \), the eigenvector that would separate our source as \( x = e_1^T y \) is the dominant eigenvector of the covariance matrix \( \Phi_y^{(i)} \), which has a general symmetric form

\[
\Phi_y^{(i)} = \begin{bmatrix}
a & b \\
b & c
\end{bmatrix}.
\]

The above matrix has eigenvalues

\[
\lambda_{1,2} = \frac{a + c}{2} \pm \sqrt{\left(\frac{a - c}{2}\right)^2 + |b|^2},
\]

where \( a \) holds.
and thus, if \( a \neq c \), has a largest eigenvector

\[
e_1 = \left[ \frac{\pm i}{\sqrt{2}} \sqrt{1 + \frac{a}{c + i|b|}}, \frac{\pm i}{\sqrt{2}} \sqrt{1 - \frac{a}{c + i|b|}} \right],
\]

with \( \xi = \frac{a - c}{2} \).

D. Calculation of ISR

We induce the estimation bound in the sources are not perfectly conditionally uncorrelated. Since we only consider unitary transformations \( A = Q \) (for our \( y \) is or has been rendered spatially white), we know that the eigenvalues of \( \Phi_{s_1}^2 \) and \( \Phi_{s_2}^2 \) are equal. Moreover, the \( i \)-th eigenvector \( q_i \) of \( \Phi_{s_1}^2 \) equals \( Q e_i \), where \( e_i \) is the \( i \)-th eigenvector of \( \Phi_{s_2}^2 \) (see also the equivariance property [20]). As a consequence, we only need to consider the simpler case where \( Q = I_m \), without loss of generality.

Limiting \( s \) to belong to \( \mathbb{R}^2 \), the matrix \( \Phi_{s_1}^2 \) takes the form

\[
\Phi_{s_1}^2(s_1) = \begin{bmatrix} \Phi_{s_1}^2(s_1) & E_{s_1} \{ s_1 s_2 \} \\ E_{s_1} \{ s_1 \} & \Phi_{s_2}^2 \end{bmatrix}.
\]

From Eq. (23), one can explicitly calculate the separation filter \( h \) associated to \( \Phi_{s_1}^4 \) by the above Eq. (23). As such, we obtain for the ISR \( \langle |g_1|^2/|g_2|^2 = |h_2|^2/|h_1|^2 \rangle \):

\[
\text{ISR} = \frac{\sqrt{\delta^2 + |\rho|^2 - \delta^2}}{\sqrt{\delta^2 + |\rho|^2 + \delta^2}},
\]

with \( \delta = \frac{\phi_{s_1} - \phi_{s_2}}{2} \) and \( \rho = E_{s_1} \{ s_1 s_2 \} \).

E. Proof of the inequality \( E_{s_j} \{ s_j^2 \} \geq E \{ s_j \} \)

Proof: To prove the inequality, we proof the more general form \( E_{s_j} \{ g(s_j) \} \geq E \{ g(s_j) \} \) for any positive valued function \( g \). We have

\[
E_{s_j} \{ g(s_j) \} = \int p_{s_j}(u) I_{s_j} \{ g(u) \} du
\]

\[
= \frac{\int q p_{s_j}(u) g(u) du}{P_s(B)}
\]

\[
= \int p_{s_j}(u) g(u) du - \int q p_{s_j}(u) g(u) du
\]

\[
> \int p_{s_j}(u) g(u) du = E \{ g(s_j) \},
\]

These results hold if we impose the condition of Eq. (5), since we have from H"{o}lders inequality that \( \int q p_{s_j}(u) g(u) du \leq \int q E_{s_j} \{ g(u) \} du \) and thus \( \int q p_{s_j}(u) g(u) du \rightarrow 0 \Rightarrow \int q p_{s_j}(u) g(u) du \rightarrow 0 \) for all positive valued functions \( g \). As a consequence, we have \( E_{s_j} \{ g(s_j) \} \geq E \{ g(s_j) \} \) with equality if and only if \( P_s(B) = 1 \), i.e., \( C = 0 \). Since \( u^2 \) is a non-negative valued function and \( C > 0 \), we have \( E_{s_j} \{ s_j^2 \} \geq E \{ s_j \} \).
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