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Abstract—Beyond functional systems, a vast class of models do not exhibit analytical solutions. Simulation is often used to approximate these solutions in a computational manner. An alternative is to include the simulation structure as a part of a modeling formalism. This article aims at exploiting iterative system specification as a modeling formalism. The systems specified are dynamic with inputs/outputs (I/O) that can be coupled in a modular way. The iterative specification consists of a decomposition of the I/O behavior of a system into trajectory segments. We prove that specific decompositions can be combined while ensuring that the overall I/O behavior is correctly represented. While generic in nature, the approach is verified against leaky integrate and fire neuronal modeling applications.

I. INTRODUCTION

The increasing role of simulation as a fundamental tool for scientists, raises more intensive questions at the theoretical level. In this context, simulation is more than a model implementation (or experimentation) on a computer. Indeed, some of the simulation mechanisms may tend to become part of the model structure itself. However, it is important not to conflate the separation between model (real system referent) and simulator (computational substrate). A proper accounting can unify both static and dynamical system specifications.

In this context, theory of modeling and simulation [1], [2] has been grounded on the iterative specification of general systems for references on the mathematical foundations of general system theory, see [3], [4], [5], [6], [7], [8], [9], [10]. The iterative system specification, very general in its principle, can be intuitively conceived as a mapping between the continuous trajectories of the general system and its state-based representation. At a basic cognitive level, states consist of constant values of the descriptive variables of a model. Then, the fundamental idea is to focus on the time intervals where these variable values do not change thus segmenting the system behavior into variable length parts. In this way, the trajectory of a dynamic system is cut into segments. These segments, subsegments of the original segment, are the objects exchanged and computed by model components [11]. In this way, iterative specification has been used as an intermediate specification between Discrete Event System Specification (DEVS) at the lower (computational) level and general system behavior at the higher level. Since DEVS has been proved to be equivalent to such iterative specification, DEVS can be used to specify general system structure and compute its behavior.

Based on the segmentation of a general system trajectory, DEVS achieves a state based realization of an input-output relation [12], [13]. Although the iterative system specification principle has been used to ground the theory, it has never been exploited as a modeling formalism per se. Hence, the main goal of this article is to formulate the iterative system specification as a modeling formalism for dynamic systems. To achieve this goal, we will show how to combine specific segmentations to build a proper set of trajectories at the system level and choose between different specifications. The general segmentation approach is applied to discrete-event trajectories as particular objects of interest. Finally to confirm its utility, this generic modeling formalism will be tested in the domain of neuronal networks.

This article is organized as follows. In Section 2, a new compact reformulation of iterative specification of systems is proposed. In Section 3, new methods for segmentation of trajectories are derived from the standard segmentation theory and applied to discrete-event trajectories. Specific segmentations are defined that can be combined in a modular way. In Section 4, this extended modeling framework is used to build neuronal models. In Section 5, a discussion links segmentation and a family of system specifications using neuron parameters. Finally, a conclusion closes this article with some new perspectives implied by our introduction of iterative specification as a modeling formalism.

II. MATHEMATICAL FRAMEWORK

The dynamics of systems can be iteratively specified by segmenting their trajectories (i.e., cutting the trajectories into subsegments (cf. Definition 1)). This segmentation has to ensure certain properties to preserve the equivalence between the concatenated subsegments and the original trajectories (cf. Definition 2). At the iterative specification level (cf. Definition 4), the concatenated segments need to be properly concatenated to properly specify a general system (cf. Definition 5). More precisely, the segmentation needs to satisfy certain requirements to enable the generated trajectory to properly represent a general system (cf. Theorem 7).

A. Concatenation/composition of segments into higher-level segments

The trajectory of a system usually consists of a time function \( f : T \rightarrow Z \), with \( T \) the time base and \( Z \) whatever set (i.e., of inputs, outputs or state of a model). A restriction of a time function (or trajectory) to a time interval consists of a segment.
More precisely,

**Definition 1.** [Modified from [2]] A segment is a partial function \( \omega : [0, t_f] \rightarrow Z \), with \( t_f \in \mathbb{R}^+ \) the duration of \( \omega \), \( Z \) a set of values.

Segments share the same duration but not necessarily the same domain. This allows systems to interact over a hybrid time base. For example, a segment \( \omega_X \in \Omega_X \) can be defined over a continuous time base \((T_c = \text{dom}(\omega_X) = [0, t_f) \cap \mathbb{R}^+)\) while an output segment \( \omega_Y \in \Omega_Y \) can be defined over a discrete time base \((T_d = \text{dom}(\omega_Y) = [0, t_f) \cap \mathbb{N})\). A resulting hybrid time base then consists of \( T = T_c \times T_d \). The domain of each segment is then obtained by projecting the time base.

As shown in Figure 1, segments can be concatenated or composed together.

![Figure 1. Concatenation of segments.](image)

Formally, a system is iteratively specified by

```
function MLS(\( \omega \in \Omega \))
    repeat
        \( t \leftarrow \max\{t | \omega(t) \in \Omega_G\} \)
        \( \omega(t) \leftarrow \text{cut-left}(\omega, t) \)
        \( \omega(t) \leftarrow \omega(t) \)
        \( t++ \)
    until \( \omega(t) \in \Omega_G \)
    \( \omega_n \leftarrow \omega(t) \)
    return \( \omega_1 \bullet ... \bullet \omega_i \bullet ... \bullet \omega_n \)
end function
```

**Algorithm 1** Maximal length segmentation algorithm.

**Variables:**

- \( \omega \in \Omega \): Initial segment
- \( t \): Time breaking point
- \( i \): Segment index

**End**

**Remark 3.** MLS can be used to ensure that segment generators can be composed uniquely. Indeed, considering a set of segment generators, concatenating any two segments should satisfy MLS (existence of longest prefix segments as well as left and right segmentations) to ensure that it results also in a segment generator and then that the set of segment generators is closed under composition.

### C. Deterministic iterative system specification

In previous subsections we described how to compose segments into another segment and conversely how to decompose a segment into other segments. Being able to do both composition and decomposition of segments ensures that segment operations are consistent. These operations are described here at the system’s level. Three main entities are defined:

1. The iterative system specification manipulating generators,
2. The process concatenating/composing/generating segments together, resulting in
3. A deterministic input-output general system [7].

Formally, a system is iteratively specified by
According to requirements 2 and 3, any input closure under right segmentation
\( \delta \) A concatenation/composition process is a structure
Specific maximal length segmentations
Sufficient conditions
Existence of longest prefix segments

At the iterative specification level, the concatenation (or composition) closure of segments needs to ensure the composition of the resulting continuously defined segments at the general system level. Based on an iterative specification, the problem is to find a consistent segmentation that is unique and able to produce iteratively the whole system dynamics by concatenating the subsegments into complete segments at the general system level. Making an analogy with automata theory, \((\delta, \lambda)^{\,\top} (\Delta, \lambda)\) is a compact notation showing that an iterative specification \((\delta, \lambda)\) is an extension of the concatenation process where an alphabet is concatenated until closure is obtained. Such closure puts together letters to make strings (as languages) in a system \((\Delta, \lambda)\) (as defined after and in [7]).

The \(\text{DetIterSpec}\) transition function is extended to account for concatenation/composition process:

**Definition 5. [Modified from [2]]** A concatenation/composition process is a structure

\[
\text{COPRO} = (\delta^+, \lambda)
\]

where \(\delta^+: Q \times \Omega_G^+ \rightarrow Q\) is the global state transition function (the extension of \(\delta\) to \(\Omega_G^+\)), and \(\Omega_G^+\) is the set of generated input segments (or concatenated input segments), and \(\lambda: Q \rightarrow Y\) is the output function.

Finally the general system structure is obtained:

**Definition 6. [Modified from [2]]** A Deterministic Input-Output General System is a structure

\[
\text{DetIOGSYS} = (\Delta, \lambda)
\]

where \(\Delta: Q \times \Omega \rightarrow Q\) is the state transition function, and \(\Omega \subseteq X^T\) is the set of admissible input segments, and \(\lambda: Q \rightarrow Y\) is the output function.

To sum up, following an MLS, an iterative specification allows computing (eventually by simulation) the whole state trajectory along the entire input segment following the requirements:

**Theorem 7. [Modified from [2], p. 121]** Sufficient conditions for iterative specification

An iterative specification \(G = (\delta, \lambda)\) can be associated to a system \(S_G = (\Delta, \lambda)\) if the following conditions hold:

1. Existence of longest prefix segments: \(\omega \in \Omega_G^+ \implies \max \{ t \mid \omega(t) \in \Omega_G \}\) exists
2. Closure under right segmentation: \(\omega \in \Omega_G \implies \omega(t) \in \Omega_G\) for all \(t \in \text{dom}(\omega)\)
3. Closed under left segmentation: \(\omega \in \Omega_G \implies \omega(t) \in \Omega_G\) for all \(t \in \text{dom}(\omega)\)
4. Consistency of composition: \(\omega_1, \omega_2, \ldots, \omega_n \in \Omega_G\) and \(\omega_1, \omega_2, \ldots, \omega_n \in \Omega_G^+\) \(\implies \delta^+(\delta(q, \omega_1 \cdot \omega_2 \cdots \cdot \omega_n)) = \delta(\delta(\ldots(\delta(q, \omega_1), \omega_2), \ldots), \omega_n)\).

Requirements 2 and 3 are quite strong. They can be relaxed:

**Remark 8.** According to requirements 2 and 3, any input generator can be segmented at any time point leading to left and right subsegments. From ([2], p. 123), left and right segmentability can be weakened while still enabling Theorem 7 to hold (the stated conditions are sufficient but not necessary). To do so, both conditions are replaced by

For \(\omega \in \Omega_G^+\) if \(t^* = \max\{ t \mid \omega(t) \in \Omega_G \}\) and \(t_k < t^* < t_{k+1}\), then \(\omega(t_k, t^*) \in \Omega_G\) and \(\omega(t^*, t_{k+1}) \in \Omega_G^+\).

For example, this weakened condition does away with the need for right segmentation if there is no remaining right segment at the end of each cycle of the MLS Algorithm 1. A particular example is where all the segments are composed of positive ramps, one ramp starting where the other ends. The corresponding set of input segment generators then consists of \(\Omega_G^R = \{ \omega \mid \exists a > 0 \text{ s.t. } \omega(t) = at, \omega(0) = 0, t \in \text{dom}(\omega) \}\). The corresponding set of generated segments \(\Omega_G^+\) is closed under left segmentation but not under right segmentation (as a right segment of a ramp does not start from 0).

### III. Specific Maximal Length Segmentations

Previous segmentation requirements from Theorem 7 are extracted to focus on proper generated segment sets obtained by segmentation (cf. Definition 11). MLS, as presented in [2], consists of a general principle to allow a sound/formal building of a system specification hierarchy. It is proposed here to apply this concept to the vast class of computational models. To achieve this goal, specific MLS processes will be proposed (cf. Definition 12). These specific MLS are combined to build proper generated segment sets (through the intersection of corresponding generated sets, cf. Theorem 24) thus ensuring iterative specification. However, other kinds of combinations of generated segment sets can also be proper (cf. the disjoint union combination in Example 23) or not necessarily proper (cf. the union combination in Remark 22). Examples concern discrete-event segments (cf. Definition 14) and corresponding generators (cf. Definition 15) while Theorem 24 is general and applies to the whole set of possible generated segments. Examples of specific MLS applications show different combinations. Besides, the specific segmentations are based on the length or on the number of events in segments, which is as we will see, a very general kind of segmentation.

#### A. Specific maximal length segmentations

A set of generated segments (which depends on MLS) can be improper, i.e., every generated segment \(\omega \in \Omega^+\) may
not be segmentable to elements of the generator segment set, \( \omega \in \Omega_G \). This can help if the segmentation is not in coherence with the generator segment set \( \Omega_G \), i.e., the latter is missing generators of the generated segments and conversely, the set of generated segments (and corresponding system) will not be proper. Therefore, requirements need to be set to ensure that the set of generated segments, \( \Omega^+_G \), is proper by segmentation. Three definitions of propriety of the set of generated segments, \( \Omega^+_G \), are proposed, requiring increasing segmentation constraints.

First, a general definition requires only the right segment left over to be recursively proper.

**Definition 9.** A set of generated segments \( \Omega^+_G \) (resp. a set of segment generators \( \Omega_G \)) is proper when, satisfying a maximal length segmentation, it follows the two requirements:

1) **Existence of longest prefix segments:** \( \omega \in \Omega^+_G \implies \max \{ t \mid \omega_i \in \Omega_G \} \) exists, with \( \omega_i \in \Omega_G \), the left segment generator,

2) **Propriety of the right segment:** The right segment left over \( \omega_i \in \Omega^+_G \) is proper.

As in Theorem 7, segmentation closure requirements can be weak.

**Definition 10.** A set of generated segments \( \Omega^+_G \) (resp. a set of segment generators \( \Omega_G \)) is weakly proper when, satisfying a maximal length segmentation, it follows the two requirements:

1) **Existence of longest prefix segments:** \( \omega \in \Omega^+_G \implies \max \{ t \mid \omega_i \in \Omega_G \} \) exists,

2) **Weakened segmentability:** For \( \omega \in \Omega^+_G \) if \( t^* = \max \{ t \mid \omega_i \in \Omega_G \} \) and \( t_k < t^* < t_{k+1} \) then \( \omega_{[t_k, t^*]} \in \Omega_G \) and \( \omega_{[t^*, t_{k+1}]} \in \Omega^+_G \).

As in Theorem 7, segmentation closure can be required over both left and right segments.

**Definition 11.** A set of generated segments \( \Omega^+_G \) (resp. a set of segment generators \( \Omega_G \)) is strongly proper when, satisfying a maximal length segmentation, it follows the two requirements:

1) **Existence of longest prefix segments:** \( \omega \in \Omega^+_G \implies \max \{ t \mid \omega_i \in \Omega_G \} \) exists,

2) **Closure under left segmentation:** \( \omega \in \Omega_G \implies \omega_i \in \Omega_G \) for all \( t \in \text{dom}(\omega) \),

3) **Closure under right segmentation:** \( \omega \in \Omega_G \implies \omega_i \in \Omega_G \) for all \( t \in \text{dom}(\omega) \).

These definitions are fundamental for the system theory of computational systems. They bring a new light and open new theoretical fields. Usual Definition 11 inherited from original modeling and simulation theory [2] requires both closure under left and right segmentation closure. Both are strong but not necessary requirements. Left segmentation closure is a fundamental assumption of the theory stipulating that at any time, the state of a system can be determined. This allows concatenating together generated segments to compose trajectories at system level. Relaxing these requirements, as we will see, allows composing higher level segment generators while still leading to unique segmentations.

Different specific MLS processes are then possible, each one having its own segmentation condition. Compared with general MLS as defined in subsection II-B, the following derivation is set:

**Definition 12.** A specific maximal length segmentation is based on both generator segment set \( \Omega_G \) and generated segment set \( \Omega^+_G \), fulfilling segmentation condition \( c : \Omega_G \rightarrow \mathbb{B} \), i.e., \( \Omega_G = \{ \omega \mid c(\omega) = \text{true} \} \) and \( \Omega^+_G = \{ \omega \mid c(\omega_i) = \text{true} \} \).

General function MLS (\( \omega \in \Omega \)) of Algorithm 1 is derived as a specific MLS adding: (i) the segmentation condition such that MLS (\( \omega \in \Omega \), \( c(\omega_i) \)), and (ii) the maximum time breakpoint detection such that \( t \leftarrow \max \{ t \mid \omega_i \in \Omega_G \wedge c(\omega_i) = \text{true} \} \).

As introduced in Remark 3, now disposing of a proper set of segment generators \( \Omega_G \) allows concatenating segment generators into higher-level segment generators. To ensure this property the closure under composition of an admissible set of segment generators \( \Omega_G \) can be checked:

**Definition 13.** A set of segment generators \( \Omega_G \), admissibly generating a proper set of generated segments \( \Omega^+ \), is closed under composition if for every pair of contiguous segment generators \( \omega_i \in \Omega_G \) and \( \omega_i \in \Omega_G \), \( \omega = \omega_i \bullet \omega_i \), with \( \omega \in \Omega_G \) is also a segment generator, \( \bullet : \Omega_G \times \Omega_G \rightarrow \Omega_G \) is the generator concatenation/composition operation, and concatenation respects segmentation condition, i.e., \( t \leftarrow \max \{ t \mid \omega_i \in \Omega_G \wedge c(\omega_i) = \text{true} \} \).

The set of segments \( \Omega \) is now restricted to a simple (general) case of discrete-event segments. Discrete-events consist of discrete values at precise time points and no values at other time points. Therefore, discrete-events are used to focus on value changes in a system (at input, state or output levels). The set of discrete-event segments can be formally defined as:

**Definition 14.** [Modified from [2]] The set of all discrete-event segments consists of \( \Omega_E = \{ \omega \mid \omega : t \in [t_0, t_n] \rightarrow Z \cup \{\phi\} \} \), with \( \omega \) a partial function, \( Z \) an arbitrary set, \( \phi \) the nonevent. There exists a finite set of time points \( t_0, t_1, \ldots, t_{n-1} \in [t_0, t_n] \) such that \( \omega(t_i) = z_i \) for \( i = 0, \ldots, n-1 \) and \( \omega(t) = \phi \) for all other \( t \in [t_0, t_n] \).

Concatenating discrete-event segments requires relying on a set of discrete-event segment generators. Furthermore, defining basic discrete-event segment generators to be used in various segmentations simplifies the search of segmentation solutions and their combination:

**Definition 15.** The set of basic discrete-event segment generators \( \Omega^+_G \), corresponding to the set of discrete-event segments \( \Omega_E \), consists of \( \Omega^+_G = \Omega^+_G \cup \Omega^+_E \) with the set of event segment generators such that \( \Omega^+_G \) is an arbitrary set and the set of nonevent segment generators is \( \Omega^+_E = \{ \phi_i : t_i \in \mathbb{R}^+ \} \), where \( t_i \) is the end time of corresponding nonevent segment generator \( \phi_i \).

Two specific MLS examples will now be discussed. The first one is based on event counting segmentation while the second one is based on time length segmentation. This is a fundamental aspect of many computational systems that can
be modeled either based on state change (e.g., discrete-event models) or on time change (e.g., discrete-time models).

**Example 16.** Segmentation by counting events to a fixed number

The set of all event segments having a number of events less or equal to \( N \) (for \( N \geq 0 \)), is defined as a subset of all discrete event segments as \( \Omega_N \subseteq \Omega_E \) (cf. Figure 2).

\[
Z \cup \{ \phi \} \\
\begin{array}{c}
\phi_1 \quad t_1 \quad \phi_1 \quad t_2 \quad \phi_1 \quad t_3 \quad \phi_1 \quad t_4 \\
\end{array}
\]

Figure 2. Segmentation by counting the number of events such that \( N = 3 \).

The generated set \( \Omega_G^{N+} \) is strongly proper, i.e., following Definition 11:

1) Existence of longest initial segments: Considering any discrete-event segment in \( \Omega_N \), an initial segmentation of the latter (being a concatenation of the basic discrete-event segment generators of Definition 15) can be set easily based on the generator segment set \( \Omega_G^N = \{ \omega | c(\omega) = \text{true} \} \), with segmentation condition \( c(\omega_i) = \{ \text{true if } n_E \leq N \text{, otherwise false} \} \), where \( n_E = \sum_{i \in \{0,1\}} X_{\omega_{i+1}(t)} \neq \phi \) is the number of events in segment \( \omega_i(t) \), with \( \chi \) the indicator function.

2) Closure under left and right segmentations: Subsegments of a segment have no more events than the segment itself.

3) Based on both basic discrete-event segment generators of Definition 15, using MLS, and a fixed number segmentation condition \( c \), every possible discrete-event segment \( \omega \in \Omega_E \) can be segmented.

**Example 17.** Segmentation by measuring segment lengths to a fixed length

The set of all event segments having a length less or equal to \( T \) (for \( T \geq 0 \)), is defined as a subset of all discrete-event segments as \( \Omega_T \subseteq \Omega_E \) (cf. Figure 3). It is obvious that the set of generated discrete-event segments \( \Omega_T^{T+} \) is also strongly proper.

\[
\Omega_T \subseteq \Omega_E \quad \Omega_T^{T+} \text{ is proper, depending on the size of } \Theta \text{ compared with the total size of segment } l(\omega). \text{ Notice that it cannot be strongly proper as segment generators cannot be split into subsegment generators. Let us see here the closure property of the set of admissible segment generators } \Omega_T^G \text{ corresponding to the proper generated set } \Omega_T^{T+}. \text{ We prove it by induction. At a first segmentation step } 1, \text{ it is obtained } \omega = \omega_1^G \cdot \omega_1^T \text{ with } t = T, \omega_1^G \in \Omega_T^G \text{ and } \omega_1^T \in \Omega_T^{T+}. \text{ The same process is achieved until obtaining decomposition } \omega_1 \cdot \ldots \cdot \omega_n, \text{ with } \omega_n \text{ the last right segment. Then, } \Omega_T^{T+} \text{ is proper.}

The same proof arguments can be extended to the variable segment length segmentation of Example 17. By induction, at a first segmentation step 1, it is obtained \( \omega = \omega_1^G \cdot \omega_1^T \text{ with } t = \alpha T \) and \( \alpha \in (0,1) \) and \( \omega_1^T \in \Omega_T^{T+} \). The same process is achieved until obtaining decomposition \( \omega_1 \cdot \ldots \cdot \omega_n, \text{ with } \omega_n \text{ the last right segment. Considering the total length of } n-1 \text{ concatenated segments as } L = \sum_{i=1}^{n-1} l(\omega_i) \leq T - \alpha T, \text{ this means that the last right segment } \omega_n \text{ can be segmented into } \omega_1^T \cdot \omega_1^T \text{ (both of length less than } T) \text{ and previous } n-1 \text{ segments concatenated with } \omega_1^T \text{ while still respecting segmentation condition } \sum_{i=1}^{n-1} l(\omega_i) \leq T. \text{ This means that } \Omega_T^{T+} \text{ is proper.}

**B. Combination of specific maximal length segmentations**

Definitions 9 to 11 exposed the requirements for a generated segment set \( \Omega_G^{T+} \) (resp for a segment generator set \( \Omega_G \)) to be proper. Here, we explore formally the different combinations/operations (by intersection, disjoint union and union) of proper generated segment sets (resp. segment generator sets) and verify if the combination is also proper. First specific combination examples are shown for each operation to discuss their propriety. After these results are sum up and generalized.

Segmentations use two different sets: the generated segment set \( \Omega_T^G \) (a concatenation of segments) and a generator segment set \( \Omega_G \) (an “alphabet” of segments). The combination of generated segment sets, \( \Omega_G^{T+} \cap \Omega_G^{T+} \), should not be confused with the combination of generator segment sets, \( \Omega_G \cap \Omega_G \), thus leading to the following remark.

**Remark 19.** Notice that the intersection of two segment generators sets may be empty, i.e., \( \Omega_G \cap \Omega_G = \{ \} \), which does not mean that the corresponding intersection of generated segment sets \( \Omega_G^{T+} \cap \Omega_G^{T+} \), does not exist and/or is not proper.

As shown previously different specific segmentations lead to different generated segments. Let us see a simple example of combination (intersection) of two specific segmentations and how proper it is.

**Example 20.** Intersection of two proper generated segment sets that is proper

The intersection of two proper generated segment sets, \( \Omega_G^{T+} \cap \Omega_G^{T+} \), obtained by specific MLS decomposition of Example 16, with condition

\[
c(\omega_{i+}) = \begin{cases} \text{true if } n_E \leq N \\ \text{false otherwise} \end{cases}
\]

and by specific MLS decompositions of Example 17, with condition

\[
\Omega_T \subseteq \Omega_E \quad \Omega_T^{T+} \text{ is proper, depending on the size of } \Theta \text{ compared with the total size of segment } l(\omega). \text{ Notice that it cannot be strongly proper as segment generators cannot be split into subsegment generators. Let us see here the closure property of the set of admissible segment generators } \Omega_T^G \text{ corresponding to the proper generated set } \Omega_T^{T+}. \text{ We prove it by induction. At a first segmentation step } 1, \text{ it is obtained } \omega = \omega_1^G \cdot \omega_1^T \text{ with } t = T, \omega_1^G \in \Omega_T^G \text{ and } \omega_1^T \in \Omega_T^{T+}. \text{ The same process is achieved until obtaining decomposition } \omega_1 \cdot \ldots \cdot \omega_n, \text{ with } \omega_n \text{ the last right segment. Then, } \Omega_T^{T+} \text{ is proper.}

The same proof arguments can be extended to the variable segment length segmentation of Example 17. By induction, at a first segmentation step 1, it is obtained \( \omega = \omega_1^G \cdot \omega_1^T \text{ with } t = \alpha T \) and \( \alpha \in (0,1) \) and \( \omega_1^T \in \Omega_T^{T+} \). The same process is achieved until obtaining decomposition \( \omega_1 \cdot \ldots \cdot \omega_n, \text{ with } \omega_n \text{ the last right segment. Considering the total length of } n-1 \text{ concatenated segments as } L = \sum_{i=1}^{n-1} l(\omega_i) \leq T - \alpha T, \text{ this means that the last right segment } \omega_n \text{ can be segmented into } \omega_1^T \cdot \omega_1^T \text{ (both of length less than } T) \text{ and previous } n-1 \text{ segments concatenated with } \omega_1^T \text{ while still respecting the condition } \sum_{i=1}^{n-1} l(\omega_i) \leq T. \text{ This means that } \Omega_T^{T+} \text{ is proper.}

**B. Combination of specific maximal length segmentations**

Definitions 9 to 11 exposed the requirements for a generated segment set \( \Omega_G^{T+} \) (resp for a segment generator set \( \Omega_G \)) to be proper. Here, we explore formally the different combinations/operations (by intersection, disjoint union and union) of proper generated segment sets (resp. segment generator sets) and verify if the combination is also proper. First specific combination examples are shown for each operation to discuss their propriety. After these results are sum up and generalized.

Segmentations use two different sets: the generated segment set \( \Omega_T^G \) (a concatenation of segments) and a generator segment set \( \Omega_G \) (an “alphabet” of segments). The combination of generated segment sets, \( \Omega_G^{T+} \cap \Omega_G^{T+} \), should not be confused with the combination of generator segment sets, \( \Omega_G \cap \Omega_G \), thus leading to the following remark.

**Remark 19.** Notice that the intersection of two segment generators sets may be empty, i.e., \( \Omega_G \cap \Omega_G = \{ \} \), which does not mean that the corresponding intersection of generated segment sets \( \Omega_G^{T+} \cap \Omega_G^{T+} \), does not exist and/or is not proper.

As shown previously different specific segmentations lead to different generated segments. Let us see a simple example of combination (intersection) of two specific segmentations and how proper it is.

**Example 20.** Intersection of two proper generated segment sets that is proper

The intersection of two proper generated segment sets, \( \Omega_G^{T+} \cap \Omega_G^{T+} \), obtained by specific MLS decomposition of Example 16, with condition

\[
c(\omega_{i+}) = \begin{cases} \text{true if } n_E \leq N \\ \text{false otherwise} \end{cases}
\]
\[
c'(\omega_{t'}) = \begin{cases} 
\text{true} & \text{if } t \leq T \\
\text{false} & \text{otherwise} \end{cases},
\]
is also proper. The resulting MLS consists of segmenting when the number of events in the left segment \( \omega_i \in \Omega_G \cap \Omega_G' \) reaches \( N \) or segmenting when the length of the left segment \( \omega_i \in \Omega_G \cap \Omega_G' \) reaches \( T \), whichever occurs first.

Figure 4. Intersection of segmentation by counting events such that \( N \leq 3 \) and segmentation by measuring time intervals such that \( l(\omega) \leq T \).

However, the intersection of two proper generated segment sets is not always proper as shown in following example:

**Example 21.** Intersection of two proper generated segment sets that is not proper

The intersection of two proper generated segment sets, \( \Omega_G^+ \cap \Omega_G'^+ \), obtained by specific MLS decomposition of segments having a number of events greater than or equal to one, with condition

\[
c(\omega_{t'}) = \begin{cases} 
\text{true} & \text{if } n_E \geq 1 \\
\text{false} & \text{otherwise} \end{cases},
\]

and by specific MLS decompositions of Example 17, with condition

\[
c'(\omega_{t'}) = \begin{cases} 
\text{true} & \text{if } t \leq T \\
\text{false} & \text{otherwise} \end{cases},
\]
is not proper.

Following the arguments of Example 18 for segments of length less than \( T \), it can be seen that the last right segment \( \omega_n \) could not be segmented into \( \omega_n^1 \bullet \omega_n^2 \) (both of length less than \( T \)) because right segment \( \omega_n^1 \) could have no events leading second condition \( c' \) to be false. Notice, that replacing first condition \( c \) by fixed length condition (and corresponding generator set \( \Omega_G^+ \)), the intersection is then proper (each segment being of fixed length they are not concatenated together whereas satisfying the intersection condition).

Hence, not all combinations of generated segment sets are necessarily proper, as it is also the case for the union of generated segment sets.

**Remark 22.** The union of two proper subsets, \( \Omega_G^+ \) and \( \Omega_G'^+ \), is not necessarily proper even if the two subsets are proper. Applying MLS to the union of the two generated segment sets \( \Omega_G^+ \) and \( \Omega_G'^+ \), MLS will stop at which ever condition occurs last, i.e., \( t^* = \max\{t\} \) such that \( c_1(\omega_{t'}) \lor c_2(\omega_{t'}) = \max\{t_1, t_2\} \). Let us consider a set of segment generators as \( \Omega_G = \{\omega, \omega'\} \) with \( \omega(t) = \begin{cases} 
1 & \text{for } t = 0 \\
\phi & \text{elsewhere} \end{cases} \) defined over [0, \( t_f \]) and \( \omega'(t) = \begin{cases} 
1 & \text{for } t = t_f' \\
\phi & \text{elsewhere} \end{cases} \) defined over [0, \( t_f' \]). Concatenating the second generator at the end of the first extends the first except that it leaves the end point without a generator (e.g., the remainder of a concatenation \( \omega \bullet \omega' \) is just a single event point).

Let us see finally a case of disjoint union of two proper sets:

**Example 23.** Disjoint union of two proper generated segment sets is weakly proper

Let us consider segmentation condition

\[
c(\omega_{t'}) = \begin{cases} 
\text{true} & \text{if } n_E \geq N \land t \leq T \\
\text{false} & \text{otherwise} \end{cases},
\]

and segmentation condition

\[
c'(\omega_{t'}) = \begin{cases} 
\text{true} & \text{if } n_E = 0 \land t > T \\
\text{false} & \text{otherwise} \end{cases},
\]

The intersection of both corresponding generator segments \( \Omega_G \) and \( \Omega_G' \) is empty. Then, each generated segment set \( \Omega_G^+ \) or \( \Omega_G'^+ \), being proper, their disjoint union \( \Omega_G^+ \cup \Omega_G'^+ \) is weakly proper. Indeed, condition \( c \) guarantees closure under left segmentation whereas condition \( c' \) does not guarantee closure under left and right segmentations (for some \( t \in \text{dom}(\omega) \) of segments satisfying second condition, left and right segments do not satisfy anymore this condition). Finally, the generated set are segments with a number of events greater or equal to \( N \) within interval \( T \) separated by longer nonevent intervals. At the operational level, for any segmentation, only one condition can be true.

Table I sums up previous examples and also adds some information that we will show/discuss immediately.

<table>
<thead>
<tr>
<th>Operation</th>
<th>Proper generated sets</th>
<th>Proper generated sets</th>
</tr>
</thead>
<tbody>
<tr>
<td>intersection</td>
<td>not nec. proper</td>
<td>proper</td>
</tr>
<tr>
<td>union</td>
<td>not nec. proper</td>
<td>not nec. proper</td>
</tr>
<tr>
<td>disj. union</td>
<td>at least weakly proper</td>
<td>not nec. proper</td>
</tr>
</tbody>
</table>

Table I

PROPRIETY OF OPERATIONS ON GENERATED AND GENERATOR SEGMENT SETS.

Concerning the operations on generated segment sets, they can be summarized as follows:

- **Intersection:** \( \Omega_G^+ \cap \Omega_G'^+ = \{\omega | (c(\omega_{t'}) \land c'(\omega_{t'})) \} \) is true, \( l(\omega) = \min\{t, t'\}, \omega_{t'} \in \Omega_G, \omega_{t'} \in \Omega_G' \) with \( (c(\omega_{t'}) \land c'(\omega_{t'})) \) is true meaning that both conditions \( c \) and \( c' \) are true. Example 21 shows that \( \Omega_G^+ \cap \Omega_G'^+ \) is not necessarily proper: \( \Omega_G^{T+} \cap \Omega_G^{N>\sup+} \), with \( \Omega_G^{N>\sup} \) = \( \{\omega | n_E > \sup\} \).

- **Union:** \( \Omega_G^+ \cup \Omega_G'^+ = \{\omega | (c(\omega_{t'}) \lor c'(\omega_{t'})) \} \) is true, \( l(\omega) = \max\{t, t'\}, \omega_{t'} \in \Omega_G, \omega_{t'} \in \Omega_G' \) with \( (c(\omega_{t'}) \lor c'(\omega_{t'})) \) is true meaning that one or both conditions \( c \) and \( c' \) are true. Remark 22 shows that \( \Omega_G^+ \cup \Omega_G'^+ \) is not necessarily proper.
• Disjoint union: $\Omega_G^+ \sqcup \Omega'_G^+ = \{ \omega : (c(\omega_1) \vee c'(\omega_1)) = \text{true}, \omega_1 \in \Omega_G, \omega'_1 \in \Omega'_G \}$, with $l(\omega) = \begin{cases} t & \text{if } c(\omega_1) = \text{true} \\ t' & \text{otherwise} \end{cases}$ and $(c(\omega_1) \vee c'(\omega_1)) = \text{true}$ meaning that only one condition $c$ or $c'$ is true. Example 23 shows that $\Omega_G^+ \sqcup \Omega'_G^+$ can be weakly proper (we will show after that it is always at least weakly proper).

Concerning the operations on generator segment sets, they can be summarized as follows:

- $\Omega_G \cap \Omega'_G$ (as defined for generated sets) is proper, the latter intersection of the two generator segments being a strong requirement determining the minimum size segment being also proper.
- $\Omega_G \cup \Omega'_G$ (as defined for generated sets) can be improper, following Remark 22, it can be seen that the union of the two segments is improper.
- $\Omega_G \sqcup \Omega'_G$ (as defined for generated sets) can be improper, following also Remark 22, it can be seen that the disjoint union of the two segments is improper.

Let us see that the union of two generated segment sets $\Omega_G^+$ and $\Omega_G'^+$ is always at least weakly proper by following theorem:

**Theorem 24.** The disjoint union of two proper generated segment sets, $\Omega_G^+ \sqcup \Omega'_G^+$, is at least weakly proper.

**Proof:** Let us consider the set of segment generators $\Omega_G = \{ \omega : c(\omega) = \text{true} \}$, corresponding to the first specific MLS and $\Omega'_G = \{ \omega' : c'(\omega') = \text{true} \}$ corresponding to the second specific MLS. Remember now that an MLS should find the longest generator (of length $l(\omega) = t^*$) in a generated segment set $\Omega_G$. Applying MLS to the disjoint union of both generated segments, only one condition can be true, i.e., $t^* = \begin{cases} t & \text{if } c(\omega_1) = \text{true} \\ t' & \text{otherwise} \end{cases}$. Each generated set being proper, accounting for Example 23, their disjoint union is then at least weakly proper.

### IV. SYSTEM SPECIFICATION

Conventional discrete-event models of neurons do not rely on a mathematical framework that allows precise and safe (mathematically speaking) modeling of the dynamics of a neuron. This section first briefly introduces a biological neuron and the usual trajectories (and possible segmentation) of the neuron’s potentials that can be mapped to an input-output system. A corresponding informal description of a discrete-event model of a leaky integrate and fire neuron is provided. After that, two iterative specifications are derived from these models: one at spike level (cf. Definition 26), the other one at burst level (cf. Definition 37 using bursty segments Definition 29). Each specification proves to specify a well-defined general system (cf. Theorems 27 and 38). While spiky neurons operate at the basic level of single spikes (or discrete-events), bursty neurons allow aggregating these spikes into packets of spikes, using previous given generator-based definitions.

**A. Generating systems**

Based on previous propriety definitions and examples, Theorem 7 can be generalized as follows:

**Theorem 25.** Sufficient conditions for iterative specification of a general system, $(\delta, \lambda) \xrightarrow{(+, \lambda)} (\Delta, \lambda)$:

1. The set of generated input segments $\Omega_G^+$ is proper (cf. Definitions 9 to 11).
2. Consistency of composition: $\omega_1, \omega_2, \ldots, \omega_n \in \Omega_G$ and $\omega_1, \omega_2, \ldots, \omega_n \in \Omega_G^+$.

**Proof:** Replacing condition 1) by strong propriety definition 11 is equivalent to Theorem 7. Strong propriety can be weakened as shown at the end of subsection II-C. Weak and strong propriety can be generalized as simple propriety as shown in Example 18 by induction. ■

**B. Neurons as dynamic systems**

Figure 6 describes the continuous potential propagation through the dendrite (input), the soma (locus of potential integration) and the axon (output) of a neuron. The latter can be described as an input-output system with dendrite Postsynaptic Potential (PSP) as input, soma membrane potential as state and axon potential as output. Segmentation is represented by vertical lines.

![Figure 6. Continuous potential propagation through the dendrite, the soma and the axon of a neuron.](image)

The use of dynamical systems in neurosciences [15] concerns mainly continuous generations of spikes [16], [17], [18], [19]. The iterative specification of systems aims at being more general applying to any discrete or continuous system.

**C. Discrete-event model of a leaky integrate and fire neuron**

Discrete-event spiking neurons have been widely implemented in several software environments [20]. From the neuronal nets perspective, the Discrete Event System Specification (DEVS) formalism has been used mainly for proposals of novel neuron models [21], the specification of dynamic structure neurons [22], the abstraction of neural nets [23] and for the specification of continuous spike models [19], [18]. In addition to DEVS representations, discrete events have been
used successfully in neuronal nets for modeling [24], [20] and simulation [25], [26], [20], [27].

The goal of the discrete-event model hereafter is to propose a model, as simple as possible, capturing the essence of discrete-event characteristics in a leaky integrate and fire (LIF) neuron application. Spikes here do not model explicitly potential variations rather they are abstracted in event segments. A LIF neuron consists of a memory-based model storing the potentials previously received in the membrane (especially here in the soma, thus simply referring to the “soma membrane potential” as the “membrane potential” hereafter). An interesting aspect is that the remaining potentials decrease in time due to leakage leading to nonlinearities in neural behaviors. Corresponding simple discrete-event models discussed here provide a basis that can be easily extended to deal with further details (such as multiple inputs, synaptic weights, etc.). Figure 7 depicts the dynamics of a basic discrete-event model of a leaky integrate and fire neuron.

A discrete-event input is a couple \((x_i, t_i)\), with \(x_i = 1\) and \(t_i \in \mathbb{R}^+_\infty\) respectively the value and the time stamp of the discrete-event. Discrete-event inputs occur in a sequence \(x_0, t_0), (x_1, t_1), \ldots, (x_n, t_n)\). The same characterization holds for each discrete-event output \((y_i, t_i)\).

Based on the current value of membrane potential \(m\), the new value \(m'\) consists of:

\[
m' = \begin{cases} r^e m + 1 & \text{if } m < \theta \\ 0 & \text{otherwise} \end{cases}
\]

with \(r \in \mathbb{R}^+\) the elapsed time since the last transition, initial membrane potential is \(m = 0\), new membrane potential \(m'\) depending on: remaining potential \(r m\), with \(r \in [0, 1]\) the remaining coefficient \(^1\), and \(\theta \in \mathbb{R}^+\) the firing threshold.

Discrete-event neuron models consider only membrane potential transitions when receiving an external event (an input spike) or when having scheduled an internal event (the membrane potential going to zero because of the potential leak).

\(^1\)When remaining coefficient value \(r = 1\), there is no leak, all the potential received remains in the membrane. When \(r = 0\), all the potential received at time \(t - 1\) is lost (the model is then equivalent to McCulloch & Pitts’ model).

Also, notice that both change of potential membrane value and firing are immediate (without the commonly employed “artificial” discrete-time delay of one unit). For membrane potential, this means that membrane potential is not updated (and considered to be constant) between two discrete-events.

### Spike value emission

Spike value emission \(y\) depends on threshold \(\theta \in \mathbb{R}^+\):

\[
y = \begin{cases} 1 & \text{if } m \geq \theta \\ \phi & \text{otherwise} \end{cases}
\]

D. Iterative specification at spike level

The previous discrete-event model provides an introduction to the discrete-event dynamics of a LIF neuron. The model is considered here from an iterative system specification perspective, ensuring the global system properties as defined in Section II. Figure 8 depicts the segment-based description. Notice that due to exponential decay, a spiky segment lasts infinitely until a next spiky segment.

**Figure 7.** Discrete-event model of a leaky integrate and fire neuron.

**Figure 8.** Discrete-event model of a leaky integrate and fire neuron. Notice that state computations occur only at the beginning and at the end of segments.

**Definition 26.** The translation of a LIF model \(M_S\) into a spiky iterative specification \(G(M_S)\) of a system consists of:

\[ G(M_S) = (\delta_S, \lambda_S) \]

where \(\text{dom}(\omega_{X_S}) = [0, t] \cap \mathbb{R}, X_S = Y_S = \{1, \phi\}, Q_S = \{m\}, \Omega_S^+ = \{x_i | x_i(0) = \{0, 1\} \land x_i(t) = \phi \text{ for } t \in [0, t_i]\}\) is the set of spiky input segment generators (null value input events are used for initialization as it will be seen), both single segment state transition \(\delta_S\) and output function \(\lambda_S\) are defined in following theorem.

Now that a LIF neuron has been iteratively specified, the question is whether this specification leads to a well-defined general system, i.e., does the specification satisfy the requirements exposed in Theorem 7?

**Theorem 27.** A spiky iterative specification \(G(M_S) = (\delta_S, \lambda_S)\) can be associated to a system \(S_{G(M_S)} = (\Delta_S, \lambda_S)\) through a concatenation process \(\text{COPRO}_{G(M_S)} = (\delta_S^+, \lambda_S)\).

**Proof:** Sufficient conditions for iterative specification (cf. Theorem 25) can be checked as:
1) Considering spiky input segments as a subset of all discrete-event segments, i.e., $\Omega^S_G \subset \Omega^E_G$, where each input segment starts with initial value zero or one, the set of generated input segments $\Omega^S_G$ is strongly proper being based on condition $c(\omega_t) = \begin{cases} \text{true} & \text{if } n_E \leq 1 \\ \text{false} & \text{otherwise} \end{cases}$, for left segment $\omega_t = x_i(t) = \begin{cases} 1 & \text{for } t = 0 \\ \phi & \text{elsewhere} \end{cases}$ or $\omega_t = x_i(t) = \begin{cases} 0 & \text{for } t = 0 \\ \phi & \text{elsewhere} \end{cases}$, leading to the set of input segment generators $\Omega^E_G = \{x_i | x_i(0) = \{0,1\} \land x_i(t) = \phi \text{ elsewhere} \}$. 

2) Consistency of composition: The single segment state transition function for a spiky input segment $x_i \in \Omega^S_G$ is defined as $\delta_S(m, x_i) = \begin{cases} 0 & \text{if } m + x_i \geq \theta \\ (m + x_i), r_i^t & \text{otherwise} \end{cases}$, where the top part of the equation corresponds to a spike emission and the bottom part corresponds to an update of membrane potential with input spike addition. The output function consists of $\lambda_S(m) = \begin{cases} 1 & \text{if } m + \theta \\ \phi_i & \text{otherwise} \end{cases}$. 

Now consider that each spiky generator $x_i \in \Omega^S_G$ can be decomposed into basic discrete event generators (as defined in Definition 15): (i) an event input generator $z_i \in \Omega^E_G$ such that $\Omega^E_G = \{z_i | z_i(0) = \{0,1\}\}$, and (ii) a nonevent segment generator $\phi_i \in \Omega'$ such that $\Omega' = \{\phi_i | \phi_i : [0,t_i] \rightarrow [\phi] \}$. It can be shown that these atomic generators can be concatenated to define recursively the single segment state transition function $\delta_S$ of the spiky iterative specification $G(M_S) = (\delta_S, \lambda)$, and then the extended state transition function $\delta^+_S$ of the concatenation process $\text{COPRO}_G(M_S) = (\delta^+_S, \lambda)$:

a) For a nonevent input generated segment $\omega \in \Omega^S_G$, e.g.,

```
\begin{align*}
\delta^+_S(m, \phi_1 \bullet \phi_2) &= \delta_S(\delta_S(m, \phi_1), \phi_2) \\
\delta^+_S(m, \phi_1 \bullet \phi_2) &= \delta_S(\delta_S(m, \phi_1), \phi_2)
\end{align*}
```

considering an exponential remaining coefficient $r^t = exp(-\alpha t)$, with $\alpha$ a constant, nonevent input segment generators, $\phi_1, \phi_2 \in \Omega^E_G$ can be concatenated while membrane potential computation remains true, i.e., $\delta^+_S(m, \phi_1 \bullet \phi_2) = \delta_S(\delta_S(m, \phi_1), \phi_2) \text{ or through membrane potential } m' = \delta^+_S(m, \phi_1 \bullet \phi_2) \text{ is recursively defined for a spiky input event segment as }$

```
\begin{align*}
\delta^+_S(m, x_i) = \begin{cases} \delta_S(0, \phi_i) & \text{if } m + z_i \geq \theta \\
\delta_S(m + z_i, \phi_i) & \text{otherwise} \end{cases}
\end{align*}
```

where the top part of the equation corresponds to a spike emission and the bottom part corresponds to an update of membrane potential with input spike addition.

b) For each spiky segment $x_i \in \Omega^S_G$, $\delta^+_S(m, x_1 \bullet x_2) = \delta_S(\delta_S(m, x_1), x_2)$, as the single segment state transition function $\delta_S$ is recursively defined for a spiky input event segment as $\delta^+_S(m, x_i) = \begin{cases} \delta_S(0, \phi_i) & \text{if } m + z_i \geq \theta \\
\delta_S(m + z_i, \phi_i) & \text{otherwise} \end{cases}$.

In conclusion, this theorem shows that basic atomic discrete-event generators can be concatenated in a compact iterative specification of spiky neurons, $G(M_S) = (\delta_S, \lambda)$. Here the input segment generators $\Omega^S_G = \{x_i | x_i(0) = \{0,1\} \land x_i(t) = \phi \text{ elsewhere} \}$ are composed of only two types of input segment generators (the ones starting with input value 0 and the ones starting with input value 1, both being null elsewhere.) Moreover, the dynamics are provided by the single segment state transition function $\delta_S(m, x_i) = \begin{cases} 0 & \text{if } m + x_i \geq \theta \\ (m + x_i), r_i^t & \text{otherwise} \end{cases}$ and output function $\lambda_S(m) = \begin{cases} 1 & \text{if } m + \theta \\ \phi_i & \text{otherwise} \end{cases}$.

E. Iterative specification at burst level

Neurons can exchange spikes in bursts. Figure 9 describes an experiment that caused a single neuron to generate spikes in bursts. More precisely, bursts of spikes can be defined as follows.

Definition 28. [Modified from [28]] A “burst firing (..) [consists] of trains of two or more spikes occurring within a relatively short interval and followed by a [longer] period of inactivity” (cf. Figure 9).

![Figure 9. Burst firing: “Effect of intracellular injection on the firing pattern of nigral dopamine (DA) cells. In the first few minutes following impalement with a calcium-containing electrode, the stabilized DA cell demonstrates its typical slow, single spike firing pattern (top trace). As calcium leaks from the electrode into the cell, the pattern slowly changes over the next 10 to 20min into a burst firing pattern (second through fourth trace)” (from [28]).](image-url)
define what is a bursty segment in order to be able to identify each subsegment.

**Definition 29. Bursty segments.**

Following Definition 28, a bursty segment $\omega \in \Omega_B$, can be segmented alternatively into an active segment (with events) followed by an inactive segment (with no events), followed by an active segment,..., leading to a generated segment $\omega^+ \in \Omega_G^+$ such that $\omega^+ = P_1 \cdot \phi_1 \cdot P_2 \cdot \phi_2 \cdot \ldots$, where $\phi_i$ are nonevent segments and $P_j = x_j \ldots$ are packet segments: a concatenation of spicky segments $x_{jk} \in \Omega_S$. Bursts follow also two requirements: (i) each packet duration $l(P_j)$ is less than a length $T_p$, i.e., $l(P_j) \leq T_p$, and (ii) each inactivity duration $l(\phi_i)$ is greater than a packet duration, i.e., $l(\phi_i) > T_p$. Notice that active segments are called packets to reflect the discrete nature of spikes.

Figure 10 presents an example of bursty segmentation in a bursty neuron. An application of this algorithm is presented in Figure 10. The algorithm starts the segmentation either with a burst segment or an empty segment. If it is a packet segment, the algorithm will concatenate all spicky segments until a last spike. If it is an empty segment, the algorithm will search for the first next spike. We will see in details how the segmentation can be properly achieved.

**Lemma 30.** The set of generated nonevent segment $\Omega_G^{\phi^+}$ is proper and based on generators $\Omega_G = \{ \omega | c_\phi(\omega) = \text{true} \}$, with $c_\phi(\omega) = \begin{cases} \text{true} & \text{if } n_E = 0 \\ \text{false} & \text{otherwise} \end{cases}$, indeed $\Omega_G^{\phi^+} = \Omega_G^\phi$.

**Proof:** The concatenation of two nonevent segments is another nonevent segment. The left and right segments of a null event segment are also a null event segments. Therefore the set of non-event generated segments, $\Omega_G^{\phi^+}$, is strongly proper. Then the set of non-event segment generators $\Omega_G^{\phi^+}$ is closed under concatenation. This means that the concatenation of a finite number of non event segments is also a non event segment. Therefore the MLS always results in termination with the input segment $\omega \in \Omega$ as the result.

Now that nonevent segments can be detected and concatenated, let us detect packets. To do so, the density of segments is defined. This density can be low (being lower than a threshold $D$) or high (being above a threshold $D$). More precisely:

**Definition 31.** Density of a segment $\omega \in \Omega$ consists of $\text{Density}(\omega) = \frac{n_E(\omega)}{l(\omega)}$ with $n_E(\omega)$ as defined in Example 16. Generator segment set $\Omega_G^{\phi > D} = \{ \omega | c_{\phi > D}(\omega) = \text{true} \}$, with $c_{\phi > D}(\omega) = \begin{cases} \text{true} & \text{if } \text{Density}(\omega) > D \\ \text{false} & \text{otherwise} \end{cases}$, is lower bounded. Generator segment set $\Omega_G^{\phi < D} = \{ \omega | c_{\phi < D}(\omega) = \text{true} \}$, with $c_{\phi < D}(\omega) = \begin{cases} \text{true} & \text{if } \text{Density}(\omega) < D \\ \text{false} & \text{otherwise} \end{cases}$, is upper bounded.

Generator segment set $\Omega_G^{\phi}$ is said to be density bounded if it is either upper or lower bounded.

As for the set of nonevent segment generators, the set of density bounded generators is closed under concatenation.

**Remark 32.** Density bounded generator sets are closed under concatenation. This can be easily shown considering all pairs of segment generators $\omega_1, \omega_2 \in \Omega_G^D$, such that $n_E(\omega_1) < (or >) D l(\omega_1)$ and $n_E(\omega_2) < (or >) D l(\omega_2)$, leading to $n_E(\omega_1) + n_E(\omega_2) < (or >) D l(\omega_1) + D l(\omega_2)$. Density bounded generator sets are closed under concatenation.

The set of non-event segment generators, $\Omega_G^\phi$, was strongly proper. Let us see now the properness of the set of density bounded generators $\Omega_G^D$.

**Lemma 33.** The set of generated density bounded segments $\Omega_G^{D^+}$ is weakly proper, indeed $\Omega_G^{D^+} = \Omega_G^D$.

**Proof:** By closure under concatenation, the concatenation of a finite number of density bounded segments is also density bounded. Therefore the MLS always results in termination with the input segment as the result. Closure under left and right segmentation is not necessarily true (depending on the uniformity of spike distribution).

Having shown that $\Omega_G^{D^+} = \Omega_G^D$ and $\Omega_G^{\phi^+} = \Omega_G^\phi$, both sets of concatenated generators are finite and thus respects MLS definition. We will employ lower bounded density bounded generators as the obvious means to represent bursts which are groups of spikes with greater density than their surrounding.

Now, the question remains concerning MLS’ distinction between both non event and packet generators. This requires adding a new condition:

**Remark 34.** In the following proposition we also require that such generators start and end with a spike to facilitate boundary detection in the MLS process.

More formally, let $\Omega_G^{LIM} = \Omega_G^D \cap \Omega_G^{LIM}$ be the set of packet generators with $\Omega_G^{LIM} = \{ \omega | c_{LIM}(\omega) = \text{true} \}$ and $c_{LIM}(\omega) = \begin{cases} \text{true} & \text{if } \omega(0) = 1 \wedge \omega(l(\omega)) = 1 \\ \text{false} & \text{otherwise} \end{cases}$, then

**Proposition 35.** $\Omega_G^{D^+} \cup \Omega_G^D$ is a weakly proper generator set.

**Proof:** In view of the Lemmas 30 and 33, it is enough to consider heterogeneous segments of the form, $\omega = \phi_1 \omega_1 \cdot \phi_2 \omega_2 \cdot \ldots \cdot \phi_n \omega_n$. MLS will produce a left segment that ends at the first spike of the first density-bounded segment. The remaining right segment will then have the density-bounded segment as its MLS left segment. The subsequent remaining segment is of the same form subject to repeated MLS. The process terminates because the remaining segment always gets shorter. Note that the requirement for boundary spikes greatly simplifies the MLS segmentation. Without this requirement MLS can stop in the middle of a segment generator, between two spikes.

Notice that $\Omega_G^{LIM}$ is consistently weakly proper (starting with spike is closed under left-segmentation, similarly ending is...).
with \( c_L(\phi, \omega') = \begin{cases} 
\text{true} & \text{if } l(\phi) = l(\omega') \\
\text{false} & \text{otherwise}
\end{cases} \), a generator set of paired concatenated nonevent and spike-enclosed density lower-bounded segments (or packets).

Notice that \( \omega = \phi \cdot \omega' \) with is a higher-level segment generator composed of two concatenated segment generators. Also having both nonevent and packet segments of equal length has been set for sake of simplicity. This assumption can be easily extended using both length conditions \( c_L(\phi) = \begin{cases} 
\text{true} & \text{if } l(\phi) > T_p \\
\text{false} & \text{otherwise}
\end{cases} \) and \( c_L(\omega') = \begin{cases} 
\text{true} & \text{if } l(\omega') \leq T_p \\
\text{false} & \text{otherwise}
\end{cases} \) with \( T_p \) an arbitrary packet length.

Lemma 36. \( \Omega^B_G \) is a weakly proper generator set.

**Proof:** The MLS process will detect the first nonevent segment and continue to the following density-bounded segment, stopping at its end, which marks the end of the first paired nonevent-density-bounded segment. The remaining right segment, if not a nonevent, is of the same form as the original (thus leading to a weak proper set). The process terminates because remaining segment always gets shorter.

With all the previous apparatus, it is now easy to detail the structure of a bursty neuron model as

**Definition 37.** The translation of a bursty model \( M_B \) into an iterative specification \( G(M_B) \) of a system consists of:

\[
G(M_B) = (\delta_B, \lambda_B)
\]

where \( \text{dom}(\omega_{X_B}), X_B, Y_B, Q_B \) are defined as for the spike model, \( \Omega^B_G \) is the set of input segment bursty generators defined with both single segment state transition \( \delta_B \) and output function \( \lambda_B \) in following theorem.

![Bursty segmentation at input, state and output levels.](image)

Again we need to prove now that the bursty specification leads to a well-defined system.

**Theorem 38.** A bursty iterative specification \( G(M_B) = (\delta, \lambda) \) can be associated to a system \( S_{G(M_B)} = (\Delta_B, \lambda_B) \) through a concatenation process \( \text{COPRO}_{G(M_B)} = (\delta^+_B, \lambda_B) \).

**Proof:** Sufficient conditions for iterative specification (cf. Lemma 25) can be checked as:

1. Considering bursty input segments as a subset of all discrete event segments, i.e., \( \Omega^B_G \subset \Omega^G_G \), they can be properly segmented based on \( \Omega^B_G \) the weakly proper generator segment set as previously defined (cf. previous lemmas and proposition).

2. **Consistency of composition:** Considering a generated bursty input segment \( \omega \in \Omega^B_G \) as a concatenation of spicky segments such that \( \delta_B^*(m, \omega) = \delta_B^*(m, x_1 \cdot \omega_2 \cdot \ldots \cdot \omega_n) = \delta_S^*(\delta_S^*(\delta_S^*(m, x_1), x_2), \ldots), x_n) \). As spicky transitions proved to be composable (cf. Theorem 27), i.e., \( \delta_S^*(m, x_i) = \delta_S(m + z_i, \phi_i) \), the final membrane potential value is equal to \( \delta_B^*(m, \omega) = \sum_{i=1}^{n} \delta_S^*(m, x_i) \), with generator spicky transition \( \delta^+_S(m, x_i) \) described in Theorem 27. Finally, output function consists of \( \lambda_B(m) = \begin{cases} 
1 & \text{if } m \geq \theta \\
\phi_i & \text{otherwise}
\end{cases} \).

V. CONCLUSION AND PERSPECTIVES

A new compact reformulation of iterative specification of systems has been proposed. Iterative system specification structure has been considered here as the main structure for the computational modeling of dynamic systems with memory. Iterative system specification as defined is abstract enough to be applicable to most (if not all) dynamic computational models. To establish this approach, an approach called Maximal Length Segmentation has been developed for discrete-event segmentations. Defining new basic discrete-event generators, specific segmentations (depending on segment metrics conditions, e.g., state and time changes) can be defined and combined in a modular way. That is, conditions of specific MLS can be logically combined. In future work we will show that at the network level as well, structure-conditions can be combined by iteratively employing the network components’ MLS. This is consistent with the iterative definition at the basic dynamic level of components.

Using this extended computational modeling framework, spiky neuronal models have been formally mapped to iterative system specification structures using discrete-event segments. Bursty MLS has been obtained by the combination of three specific MLS processes (based on event counting, time intervals and non event detection). Corresponding to the bursty MLS, bursty neurons have been defined as exchanging bursty generator segments. At the input/output relation level of system specification, packets encapsulating high density spiky intervals and nonevent periods alternate. This form of input segment can generate the same form of output segment. This analysis is facilitated by the iterative specification approach.

Applicability of the iterative specification framework to other dynamic systems is illustrated in the potential to formalize spike coding by neurons [29]. This can provide new insights by considering neurons as analog-to-digital converters.
Indeed, encoding continuous-time signals into spikes using a form of sigma-delta modulation would fit the DEVS iterative specification framework which accommodates both continuous and discrete event segments. Future research could seek to characterize properties of I/O functions that map continuous segments to discrete event segments. Another application domain is that event-based message transmission for time-varying non-linear systems in sensor networks subject to saturation effects [30].

This approach also provides a formal system specification hierarchy basis for probabilistic state changes and continuous-time Markov models [31]. Relying on both system specification and density segmentation provided here, we aim at modeling probabilistic populations of bursty neurons with respect to their structure/behavior formalizing the criteria for correct realization using system morphisms [2]. In addition application to challenging areas such as evolutionary game theory [32], [33] could prove fruitful since analytic solutions are extremely difficult to obtain and formalized simulation as presented here should provide a more sound way forward. Finally, future work will study the composition of bursty neurons into networks where the possibility of exchanging bursts as unitary generators will be formally characterized.
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