Minimum Description Length for shape-based segmentation of seabed images
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SHORT ABSTRACT: The paper is a contribution to the problem of producing sensor-specific seabed maps, that describe the morphological features of each different region in the area considered. It applies the Minimum Description Length (MDL) principle to identify the dimensionality of a statistical shape model that describes them. Our shape model combines the finite-dimensional representation of continuous curves with the notion of shape space as introduced by Kendall to obtain a finite representation of closed curves with a prespecified set of invariances. The work presented can be considered as an extension of previous work by other authors which use MDL to adjust the complexity of a spline representation to a single contour present in an image, while we use MDL to adjust the complexity of a statistical model for the spline representation of a set of contours.
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1 INTRODUCTION

Most Autonomous Underwater Vehicles rely on inertial sensors to navigate and to position themselves. The drift of gyroscopes and accelerometers is in this case a well-known problem that is overcome by resorting to auxiliary external systems such as GPS or acoustic beacons. These solutions have drawbacks: frequent returns to surface for GPS fixes, previous preparation of the operating area for the installation of acoustic beacons. A different way to overcome positioning drift consists in using a map of the workspace which the robot can use as a reference to estimate its position.

Map-based positioning requires that the map elements be stable (re-observable) and non ambiguous (identifiable). Point-like features such as strong Sonar returns do not usually satisfy these conditions. Alternatively, some authors consider ‘map elements’ that effectively group several individual echoes, in an effort to increase the robustness of perception to map associations. The work we present here is somehow related to this approach, by considering the local collective characteristics
of the signals returned from the bottom as the stable information on which positioning can be based. Our approach considers long range navigation exploiting the extended geometric features of the environment as the major map elements. More precisely, we identify these macroscopic features with the contours between regions of the seabed of distinct perceptual appearances. Work along these lines using a vision sensor and simplistic shape models has been presented in [1].

In this paper we address the problem of producing this kind of maps from seabed (side-scan) images. More precisely, we will be concerned with producing a segmentation of side-scan images, and to associate a statistical geometric model to each region. Previous work on image segmentation (identification of distinct regions) has mainly relied on contrast measures for the statistical properties of the pixels belonging to each region. Here, we propose to identify a region by the similarity of the shapes of the shadows of the side-scan image inside it, as well as homogeneity of their spatial scattering, as we discuss in detail in section 2.

To adapt the complexity of models used to describe shape properties, we consider description of each contour by splines, and treat the control points of the spline representation as the landmarks that describe the object’s shape. We use the Minimum Description Length (MDL) principle introduced by Rissanen in [2], to determine the number of knots, in the statistical spline representation, required to appropriately describe the collective properties of the set of shapes found in each region. The derivation of the MDL criterion for the number of spline control points is presented in section 3. Finally, we present results obtained for a set of contours extracted from real side-scan Sonar data.

2 Statistical (Appearance) Maps of the Ocean Bottom

This section presents the map model underlying our work. The mapped area \( A \) is partitioned in \( R \) disjoint regions \( A_r \):

\[
A = \bigcup_{r=1}^{R} A_r ,
\]

and a set of morphological parameters \( \theta_r \) is associated to each region. In the context of this paper, \( A \) is the footprint of the sensor (a side-scan sonar) in the sea-bed, see Figure 1, and we will not address here the problem of actual registration of the image regions to a global world coordinate system. Definition of the individual (“homogeneous”) regions is thus a problem of segmenting the side-scan images. Many approaches have been proposed in the scientific literature for the notion of “homogeneity” of a region (distribution of the pixel intensities, parametric models, apparent motion, …). We propose here to base homogeneity of two regions in the similarity of the shape and the pattern of spatial scattering of the individual ”objects” found inside them. The next section formally presents the mathematical model necessary to correctly express this intuitive notion of similarity, indicating what is the exact meaning of the morphological parameters \( \chi_r \) that characterize each region in Equation (1).

Fig. 1: Example of a side-scan Sonar image.

2.1 Random Closed Set models

Let \( S \) be a compact region in Cartesian \( m \)-dimensional space. The basic model of random (binary) fields on \( S \) on which our approach is based relies on the combination of two distinct random processes: a point process \( P \), whose realisations \( P_j \) are random sets of isolated points in \( S \):
These models effectively describe the appearance of natural scenes in a broad domain of applications. The simplest Random Closed is the Boolean model, which considers that \( P \) is a Poisson process, the realisations \( S_i \) are independent and identically distributed, and independent of the points \( s_i \). Figure 2 illustrates an example of a realisation of the Boolean model, where \( P \) is an homogeneous Poisson process, and the shapes are circles of random radius. It should now be obvious what information is contained in the vector of parameters \( \chi_r \). For example, if we use a Boolean model to describe region \( A_r \), \( \chi_r \) contains the information required to specify the intensity function of the Poisson process, \( \lambda_r \), as well as parameters \( \alpha_r \) describing the distribution of the random shapes \( S_i \), such that

\[
\chi_r = \{\lambda_r(s)\}_{s \in S} \alpha_r.
\]

The next section presents the formal definition of “shape” that we use in this work. As we will see, the set of all possible shapes is not an Euclidean (linear) space, and thus the usual parametric distributions are not possible candidates as statistical shape models.

![Fig. 2: Example of a RCS model with circle as shape model.](image)

### 2.2 Shape spaces

Kendall theory of shape [4] defines a shape by what is left after removing size translation and scale from an object. Kendall has shown that this space can be conveniently associated as the set of equivalence classes defined by a rotation operator in multi-variate complex projective space. Kendall’s definition was targeted to situations were the labels associated to the contour points have a semantic meaning (they are sets of remarkable points, or landmarks). This is not the case in our mapping application, where the points are obtained by scanning the contour of objects detected in the side-scan images, and whose origin and orientation are arbitrary.

Let \( X \) be one “contour”, i.e. an ordered set of \( n \) points in 2 dimensions, and \( \tilde{X} \) its complex representation under the natural isomorphism from \( \mathbb{R}^2 \) to \( \mathbb{C} \). According to our definition (see [5]) the shape of \( X \), \([Z(X)]\), is the set of all sets of \( n \)-dimensional complex vectors that can be generated from \( X \) by scaling, translation, rotation (complex multiplication) and circular permutations:

\[
[Z(X)] = \left\{ W = \rho e^{i\phi} P \tilde{X} + t \mathbf{1}, \; \rho \in \mathbb{R}^+, \phi \in [0, 2\pi], P \in \mathcal{P}, t \in \mathbb{C} \right\},
\]

where \( \mathcal{P} \) is the set of circular permutations and mirroring operators, and \( \mathbf{1} \) is a column vector of ones. We have seen that the Procrustes, full Procrustes and gap measures proposed in the literature for Kendall’s definition of shape (which does not include the action of the permutation group \( \mathcal{P} \)), can be extended trivially to our definition. Our shape space can thus be made a metric space.
2.3 Distributions in shape space

The space of all shapes composed of \( k \) landmarks in \( m \)-dimensions is noted \( \Sigma_m^k \). In our case, \( m = 2 \). \( \Sigma_m^k \) is not euclidean but we can define a distance in this space, the mean of a set of shapes and the tangent space to a given shape. Let the distance between the shapes of 2 contours \( D_P \), be chosen as the minimum over the set of permutations \( \mathcal{P} \) and over the set of 2D rotations, \( \text{SO}(2) \), of the angular distance between the centered and normalized versions of the objects (the preshapes) noted \( Z \) as summarized in Definition 1. Definition 2 identifies the mean shape \( [\mu] \) as the Karcher mean of the set of considered shapes. Let \( T[\gamma] \), with \([\gamma]\) a particular shape, be the tangent space to \( \Sigma_m^h \) at \([\gamma]\). The projection of a shape onto \( T[\gamma] \) is given in Definition 3.

**Definition 1** Let \( X_1 \) and \( X_2 \) be 2 objects (their preshapes \( Z_1 \) and \( Z_2 \)) and \([Z_1], [Z_2] \) their shapes. The distance between \([Z_1] \) and \([Z_2] \) is

\[
D_P([Z_1], [Z_2]) = \min_{P \in \mathcal{P}} \inf_{\Phi \in \{0, 2\pi\}} \arg(Z_2, e^{i\Phi} P Z_1). \tag{4}
\]

**Definition 2** Given a set of objects \( \{X_i\}_{i=1}^M \), the mean shape of this set is

\[
[\mu] = \arg \inf_{[m] \in \Sigma_m^h} \sum_{i=1}^M D_P^2 ([Z_i], [m]). \tag{5}
\]

**Definition 3** Let \( X \) be an object, \( Z \) its preshape and \([Z] \) its shape. Its projection in the tangent space \( T[\gamma] \) noted \( v \):

\[
v([Z]) = (I_{k-1} - \gamma \gamma^T) \hat{P} e^{i\Phi} Z, \tag{6}
\]

with \([\gamma] \in \Sigma_m^h \) (\( \gamma \) its preshape), \( I_{k-1} \), the identity matrix and \( \hat{P} \) and \( \hat{\Phi} \) the minimizers of the distance between \([Z] \) and \([\gamma]\).

\( T[\gamma] \) is a Euclidean space and thus we can use probability distributions in it. For each region \( A_r \) of the seabed, we describe the geometrical properties of the objects (the shape process) inside it by multi-variate normal distributions in the tangent space to a mean shape \([\mu_r]\) characteristic of the region, so that the parameter vector \( \alpha_r \) of the shape model in \( A_r \) is:

\[
\alpha_r = [ [\mu_r] \Sigma_r ] \tag{7}
\]

where \( \Sigma_r \) is the covariance matrix of the normal distribution in \( T[\mu_r] \).

2.4 B-splines representation of closed contours

As Kendall’s definition of shape, we consider the description of objects with a fixed number of points. However, in our mapping framework, the number of points that represents the contour of each detected object is dependent on the observation condition, which determine the resolution of the digital images of the observed terrain. When identifying the statistical models that describe each region, we must be able to adjust the complexity of the statistical model that describes the shapes of the objects found inside it, i.e., the dimension of the vectors and matrices in \( \alpha_r \). To relate representations of the same contour with distinct number of points, we use B-splines. B-splines curves (of order \( k + 1 \)) \( c(t) \) are piece-wise polynomial functions:

\[
c(t) = Q_i(t), t \in [t_i, t_{i+1}],
\]

that have \( k \) continuity at the joining points \( t_i \) and where \((k + 1)\) is the maximum degree of the polynomials \( Q_i(t) \) : \( Q_i(t) = \sum_{n=1}^{k} a_{i,n} t^n \). The limits \( t_i \) of the intervals in the above expression are called the knots of the spline representation. Equivalently, the spline curve can be expressed as a linear combination of a set of basic spline functions (the B-splines) \( \beta_i(t) \) whose support is limited to the interval \([t_i, t_{i+k+1}]\):

\[
c(t) = \sum_{i=1} P_i \beta_i(t), \tag{8}
\]
where summation extends over the entire set of knot points. Let \( \theta_k = \{P_0, P_1, \ldots, P_{k-1}\} \in \mathbb{R}^2 \) be the set of control points of the spline representation in Equation (8).

Fitting a B-spline onto a contour \( v_i(t) \) consists in finding the control points \( \theta_i^k \) that best describe the contour. We do not consider here the free knots problem - that is more interesting but much harder to solve - and restrict ourselves to the special case of uniform splines. In this case the knots are taken such that \( \{t_j = j, j = 0, \ldots, k-1\} \).

Thus we represent the observed contours \( \{v_i(t)\}_{i=1}^M \) with:

\[
v_i(t) = B_i^k \theta_i^k,
\]

where the elements of \( B_i^k \) are:

\[
\left[B_i^k\right]_{n_j} = \beta_j \left(t_0^i + \frac{(t_{k-1} - t_0)n}{N}\right).
\]

Then the parameter vector is estimated using:

\[
\hat{\theta}_i^k = (B_i^k)^\dagger v_i,
\]

where \((B_i^k)^\dagger\) is the pseudo-inverse matrix of \( B_i^k \).

2.5 Spline Shape model

For each contour \( v_i(t) \), we observe a discretized version noted \( v_i \) that depends on the parameter \( t_0^i \), the first observed point on the continuous curve. As seen in Equation (10), \( B_i^k \) depends on this first observed point. We assume that \( t_0^i = 0 \) so that \( B_i^k = B_k \) for all \( i = 1 \ldots M \). We model the observed contours \( v_i(t)_{i=1}^M \) as:

\[
v_i = B_k (\mu_r) + \xi_i + \eta_i,
\]

where

- \([\mu_r] \in \mathbb{R}^k\) is the mean shape of the control points of the model.
- \( \eta_i \) is a sample of a white Gaussian noise: \( \eta_i \sim \mathcal{N}(0, \Sigma_N) \), \( \Sigma_N = \sigma^2 I_N \)
- \( \xi_i \) is a sample of a Gaussian distribution in the tangent space to \( \Sigma_2^k \) at \([\mu_r]\): \( \xi_i \sim \mathcal{N}(0, \sigma^2 I_k) \)

We define \( r = \sigma^2 / \sigma^2 \). \( r \in \mathbb{R}^+ \) which can be interpreted as a signal to noise ratio.

3 ESTIMATION OF THE NUMBER OF KNOTS

We present in this section the derivation of the criterion used to determine the dimensionality \( k \) of the shape model that is fitted to a set of contours representative of a given sea-bes region.

The MDL principle is a generic criterion for choosing amongst a set of competing models \( \{H_k\}_{k=1}^K \) as descriptors of a given data set, where each model corresponds to a family of probability distributions, most typically a parametric distribution families, where the dimensionality of the parameter indexing the individual distributions in each \( H_i \) can depend on \( i \). It exploits the relation between probability distributions and optimal codes, and can, in very intuitive terms, be expressed as saying that one should always choose the model \( k \) that leads to the shortest data description \( DL_k \):

\[
\hat{k} = \arg \min_k DL_k
\]

While many authors have presented generic and unified expressions for \( DL_k \), a simple and commonly used version consists in considering "two-part" codes, such that the overall description length for data using model \( H_i \), \( DL_i \) is the sum of two terms:

\[
DL_k = \mathcal{L}(\text{data} | \hat{\theta}_k) + \mathcal{L}(\hat{\theta}_k) \quad k = 1, \ldots, K,
\]

where we considered that \( H_k = \{p(\cdot | \hat{\theta}_k), \rho_k \Theta\} \) is a parametric model, and \( \theta_k \) is the vector that indexes the elements of \( H_k \). This description length is the sum of two terms, one that codes the data
using the best model in \( H_k \) (the one indexed by \( \hat{\theta}_k \)) and the second term is the length of the code that specifies \( \hat{\theta}_i \). In our case, the different models correspond to distinct dimensions of the spline representation, i.e., \( k \) is the number of knots or control points.

The best code \( p(\cdot|\hat{\theta}_i) \) is the one that minimizes the description length of the data and can thus be trivially identified with the Maximum Likelihood (ML) estimator of the model parameters: \( \hat{\theta}_k = \arg \max_{\theta} p(\text{data}|\theta_k) \), and, as we presented in Equation (12), the parameters of our statistical models are the mean \( \hat{\mu}_r \), the variance \( \hat{\sigma}^2 \) and the ratio \( \hat{r} \), such that

\[
\mathcal{L}(\text{data}|\hat{\theta}_k) = -\log p \left( \text{data}|\hat{\mu}_r^k, \hat{\sigma}^{2k}, \hat{r}^{k} \right),
\]

where the super index \( k \) stresses the fact that the estimates depend on the dimension of the spline model that is fitted to the contours.

The second term of the description length is the number of bits required to code the optimal parameter. We use the simple asymptotic expression that depends only on the dimension of the parameter vector and the length of the observed sequence:

\[
\mathcal{L}(\hat{\theta}_k) = \frac{K^k}{2} \log N,
\]

with \( K^k \) the total number of model parameters (the dimension of \( H_k \) as a probabilistic manifold) and \( N \) the number of observations:

\[
K^k = 2 \times (k + 1), \quad N = 2M \times n.
\]

### 3.1 ML estimates

We assess now the determination of the estimates \( \hat{\mu}_r^k, \hat{\sigma}^{2k} \) and \( \hat{r}^{k} \) required to compute the description length of our data, i.e., of the \( M \) contours \( v_i \) represented each by \( n \) points in \( \mathbb{R}^2 \) or \( \mathbb{C} \). To simplify the presentation, we omit the dependency on \( k \) in the presentation below. Our statistical models assume normal distributions, such that

\[
p \left( \{v_i\}_{i=1}^{M}|[\mu_r], r, \sigma^2 \right) = \prod_{i=1}^{M} \frac{1}{(2\pi)^{n/2} |\Sigma_{\text{model}}|^{1/2}} \exp \left( -\frac{1}{2} \left\{ (v_i - B[\mu_r])^T \Sigma_{\text{model}}^{-1} (v_i - B[\mu_r]) \right\} \right),
\]

where, as we discussed before

\[
\Sigma_{\text{model}} = \sigma^2 I_n + \sigma^2 B B^T.
\]

Our goal is to find the values of \( [\mu_r], \sigma^2 \) and \( r \) that maximize Equation (18). Computing the partial derivatives and equating to zero, we obtain the following equations

\[
[\mu_r] = RD^{-1}Q^T \bar{v},
\]

\[
0 = \sum_{j=1}^{k} \left\{ \frac{d_j^2}{(1 + \hat{r}d_j^2)} \left( M - \frac{1}{\sigma^2} \frac{\alpha_j}{1 + \hat{r}d_j^2} \right) \right\}
\]

\[
\hat{\sigma}^2 = \frac{1}{Mn} \sum_{j=1}^{k} \frac{\alpha_j}{1 + \hat{r}d_j^2} + Y
\]

where

- \( \bar{v} = \frac{1}{M} \sum_{i=1}^{M} v_i \) is the average of the observed contours
- \( Q \) and \( D \) are defined by the SVD decomposition of \( B : B = QDR^T \)
Qc is a unitary \( n \times (n - k) \) matrix such that \( Q_c^T Q = 0 \) and \( Q_c^T Q_c = I_{n-k} \).

\[ x_i \triangleq Q^T (v_i - \bar{v}) \in \mathbb{C}^n \]

\[ \alpha_j \triangleq \sum_{i=1}^{M} x_{ji}^2 \in \mathbb{C} \]

\[ Y \triangleq \sum_{i=1}^{M} v_i^T Q_c Q_c^T v_i \in \mathbb{R}. \]

Equation (20) shows that \( \hat{\mu}_r \) is independent of both \( r \) and \( \sigma^2 \), requiring only with knowledge of \( B \). On the contrary, the estimates of \( r \) and \( \sigma^2 \) are coupled by equations (21) and (22).

If we consider that \( r \gg 1 \), i.e., that the variability of the observed shapes should not be associated to observation noise but instead captured by the statistical shape model, we can obtain approximate analytical expressions for \( \hat{\sigma}^2 \) and \( \hat{\sigma}^2 \):

\[
\begin{align*}
(\hat{\sigma}^2)^k &= \frac{Y}{M(n-k)}, \\
\hat{\sigma}^k &= \frac{n-k}{k} \frac{1}{Y} \sum_{j=1}^{k} \alpha_j d_j^2,
\end{align*}
\]

where we explicitly indicate the dependency of these estimates on the dimension \( k \) of the spline model. Use of Equations (23), (18) and (17) in the general description length in Equation (14) finally yields the criterion that must be minimized over \( k \).

### 3.2 Simulations

We applied the results above to sets of contours extracted from real side-scan images\(^1\). The contours have been partitioned into two classes \( C_1 \) and \( C_2 \) using the algorithm presented in [5]. Figure 3 illustrates the identified classes in one test image, using a different color for each class.

Fig. 3: Binary partition of the shadows detected in a side-scan image.

We used the MDL criterion to find the dimension of the statistical spline/shape model that represents each of these classes. Figure 4 plots the evolution of \( DL_k \) for both classes (\( C_1 \) on the left and \( C_2 \) on the right). The optimal model dimensions indicated by our criterion are \( \hat{k}_1 = 36 \) and \( \hat{k}_2 = 25 \). As we should expect, the dimension of the model fitted to the less regular shapes in \( C_1 \) is larger than the one fitted to \( C_2 \).

Our experiments show that the description length is dominated by the likelihood term, the standard (BIC) penalty term inducing very small corrections. We conclude that a better approximation of the

\(^1\)Images have been provided to us by the NATO Undersea Research Center (La Spezia, Italy) and were pre-processed with an algorithm based on cooccurrence matrices developed by Y. Petillot, Heriot-Watt Univ. (Edinburgh, UK).
model complexity should be used here, for instance the first order term that depends on the Fisher information matrix. We will assess derivation of this term for the assumed models in the future.

Using the optimal model dimensions above, obtained using the MDL criterion, we computed the mean and variances of the normal distributions that approximate the true shape distribution of the control points in the tangent space to the shape space at each class mean as summarized in Figure 5.

\[
\{v_i\}_{i=1}^M \quad \theta_{(k)}^{(r)} \quad \mu^{(k)}_r, \sigma^{(k)}_r, \rho^{(k)}
\]

Equation (11) Equations (20),(23)

Fig. 5: Block diagram of the model estimation process.

Figure 6 displays in the left the two mean shapes, and on the right a color representation of the corresponding covariance matrices.

Fig. 6: Mean shape of the control points \(\theta_i\) of each class (red: \(C_1\), blue: \(C_2\)) and covariance matrices (center: \(C_1\), right: \(C_2\)).
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