Towards CloudML, a Model-based Approach to Provision Resources in the Clouds
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Abstract. The Cloud-computing paradigm advocates the use of resources available “in the clouds”. In front of the multiplicity of cloud providers, it becomes cumbersome to manually tackle this heterogeneity. In this paper, we propose to define an abstraction layer used to model resources available in the clouds. This cloud modelling language (CloudML) allows cloud users to focus on their needs, i.e., the modelling the resources they expect to retrieve in the clouds. An automated provisioning engine is then used to automatically analyse these requirements and actually provision resources in clouds. The approach is implemented, and was experimented on prototypical examples to provision resources in major public clouds (e.g., Amazon EC2 and Rackspace).

1 Introduction

Cloud–Computing [2] was considered as a revolution. Taking its root in distributed systems design, this paradigm advocates the share of distributed computing resources designated as “the cloud”. The main advantage of using a cloud-based infrastructure is the associated scalability property (called elasticity). Since a cloud works on a pay–as–you–go basis, companies can rent computing resources in an elastic way. A typical example is to temporarily increase the server–side capacity of an e–commerce website to avoid service breakdowns during a load peak. According to Amazon (one of the major actor of the Cloud market): “much like plugging in a microwave in order to power it doesnt require any knowledge of electricity, one should be able to plug in an application to the cloud in order to receive the power it needs to run, just like a utility” [15]. However, there is still a huge gap between the commercial point of view and the technical reality that one has to face in front of “the cloud”.

The Cloud-computing paradigm emphasises the need for automated mechanisms, abstracted from the underlying technical layer. It focuses on the reproducibility of resource provisioning: to support the horizontal scaling of cloud-applications (i.e., adding new computing resources on-the-fly), such a provisioning of on-demand resources will be performed by a program. The main drawback
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associated is the heterogeneity of cloud providers. At the infrastructure level, more than ten different providers publish different mechanisms to provision resources in their specific clouds. It generates a *vendor lock-in* syndrome, and an application implemented to be deployed in cloud $C$ will have to be re-considered if it now has to be deployed on cloud $C'$. All the deployment scripts that were designed for $C$ have to be redesigned to match the interface provided by $C'$ (which can be completely different, e.g., shell scripts, RESTful services, standard API).

Our contribution in this paper is to describe the first version of CloudML, a cloud modelling language specifically designed to tackle this challenge. This research is done in the context of the REMICS EU FP7 project, which aims to provide automated support to migrate legacy applications into clouds [10]. Using CloudML, a user can express the kind of resources needed for a specific application, as a model. This model is automatically handled by an engine, which returns a “run-time model” of the provisioned resources, according to the models@run.time approach [3]. The user can then rely on this model to interact with the provisioned resources and deploy the application. The approach is illustrated on a prototypical example used to teach distributed systems at the University of Oslo.

## 2 Challenges in the cloud

To recognise challenges when doing cloud provisioning we use an example application [5]. The application (known as *BankManager*) is a prototypical bank manager system which support *(i)* creating users or bank accounts and *(ii)* moving money between bank accounts and users. *BankManager* is designed but not limited to support distribution between several nodes. Some examples of provisioning topologies is illustrated in Fig. 1, each example includes a browser to visualise application flow, a front-end to visualise executable logic and back-end represents database. It is possible to have both front-end and back-end on the same node, as shown in Fig. 1(a). In Fig. 1(b) front-end is separated from the back-end, this introduces the flexibility of increasing computation power on the front-end node while spawning more storage on the back-end. For applications performing heavy computations, it can be beneficial to distribute the workload between several front-end nodes as seen in Fig. 1(c), the number of front-ends can be increased $n$ number of times as shown in Fig. 1(d). *BankManager* is not designed to handle several back-ends because of the relational database, this can solved on a database level with master and slaves (Fig. 1(e)) although this is out of the scope of this article.

We used bash scripts to implement the full deployments of *BankManager* against *Amazon Web Services* (AWS) [1] and Rackspace [13] with a topology of three nodes as shown in Fig. 1(c). From this prototype, it became clear that there were multiple challenges that we had to address:

- **Heterogeneous Interfaces**: The first challenge we encountered was to simply support authentication and communication with the cloud. The two
Fig. 1. Different architectural ways to provision nodes (topologies).

providers we tested against had different approaches, AWS [1] had command-line tools built from their Java APIs, while Rackspace [13] had no tools beside the API language bindings, thus we had to operate against the command-line tools and public APIs. As this emphasises the complexity even further, it also stresses engineering capabilities of individuals executing the tasks to a higher technical level.

- **Platform-specific Configuration**: Once we were able to provision the correct amount of nodes with desired properties on the first provider it became clear that mirroring the setup to the other provider was not as convenient as anticipated. There were certain aspects of vendor lock-in, so each script was hand-crafted for specific providers. The lock-in situations can, in many cases, have financial implications where for example a finished application is
locked to one provider and this provider increases tenant costs\(^3\). Or availability decreases and results in decreases of service up-time, damaging revenue.

- **End-user Reproducibility**: The scripts provisioned nodes based on command-line arguments and did not persist the designed topology in any way, this made topologies cumbersome to reproduce. Scripts can be “re-executed” to redo a provisioning step, but they often rely on command-line arguments that differs from a computer to another one (e.g., file paths), requiring technical knowledge to be correctly executed.

- **Shareable**: Since the scripts did not remember a given setup it was impossible to share topologies “as is” between coworkers. It is important that topologies can be shared because direct input from individuals with different areas of competence can enhance quality. Provisioning scripts can be shared as plain files, and the lack of modularity expressiveness in the underlying language does not support re-use as defined in the Object-Oriented community. The re-use of deployment script is empirically done through a copy-paste approach, and concerns are not modularised in shareable components.

- **Robustness**: There were several ways the scripts could fail and most errors were ignored. Transactional behaviours were non-existent.

- **Run-time dependency**: The scripts were developed to fulfil a complete deployment, and to do this it proved important to temporally save run-time specific meta-data. This was crucial data needed to connect front-end nodes with the back-end node. Shell scripts are usually executed in a *batch* mode, and will result in static files containing the information available from the cloud (e.g., IP addresses) at deployment time. Thus, changes in the cloud (e.g., IP re-allocation) cannot be easily propagated.

**Vision: Towards a CloudML environment.** Our vision is to tackle these challenges by applying a model-driven approach supported by modern technologies. Our objective is to create a common model for nodes as a platform-independent model [4] to justify *multi-cloud* differences and at the same time base this on a human readable lexical format to resolve *reproducibility* and make it *shareable*. The concept and principle of CloudML is to be an easier and more reliable path into cloud computing for IT-driven businesses of variable sizes. We envision a tool to parse and execute template files representing topologies of instances in the cloud. Targeted users are application developers without cloud provider specific knowledge. The same files should be usable on other providers, and alternating the next deployment stack should be effortless. Instance types are selected based on properties within the template, and additional resources are applied when necessary and available. While the tool performs provisioning meta-data of nodes is available. In the event of a template being inconsistent with possibilities provided by a specific provider this error will be informed to the user and provision will halt.

\(^3\) For example, Google decided in 2011 to change the pricing policies associated to the GoogleAppEngine cloud service. All the applications that relied on the service had basically two options: (i) pay the new price or (ii) move to another cloud-vendor. Due to vendor lock-in, the second option often implied to re-implement the application.
Table 1. CloudML: Challenges addressed.

<table>
<thead>
<tr>
<th>Challenge</th>
<th>Addressed by</th>
</tr>
</thead>
<tbody>
<tr>
<td>Complexity</td>
<td>One single entry point to multiple providers. Utilizing existing framework. Platform-independent model approach used to discuss, edit and design topologies for propagation.</td>
</tr>
<tr>
<td>Multicloud</td>
<td>Utilizing existing framework designed to interface several providers.</td>
</tr>
<tr>
<td>Reproducibility</td>
<td>Lexical model-based templates. Models can be reused to multiply a setup without former knowledge of the system.</td>
</tr>
<tr>
<td>Shareable</td>
<td>Lexical model-based templates. Textual files that can be shared through mediums such as e-mail or version control systems such as Subversion or Git.</td>
</tr>
<tr>
<td>Robustness</td>
<td>Utilizing existing framework and solid technologies.</td>
</tr>
<tr>
<td>Metadata dependency</td>
<td><code>Models@run.time</code>. Models that reflect the provisioning models and updates asynchronously.</td>
</tr>
</tbody>
</table>

![Fig. 2. Architecture of CloudML](image)

3 Contribution

We have developed a metamodel that describe CloudML as a Domain-Specific language (DSL) for cloud provisioning. It addresses the previously identified challenges, as summarised in Tab. 1. We provide a class-diagram representation of the CloudML meta-model in Fig. 2. The scope of this paper is to describe the provisioning part of CloudML. The way application are deployed is described in [7].

*Illustrative Scenario.* CloudML is introduced using a scenario where an end-user (named Alice) is provisioning the BankManager to Amazon Web Services Elastic
Compute Cloud (EC2) using the topology shown in Fig. 1(c). It is compulsory that she possesses an EC2 account in advance of the scenario. She will retrieve security credentials for account and associate them with Password in Fig. 2. Credential is used to authenticate the user to supported providers through Connector. The next step for Alice is to model the appropriate Template consisting of three Nodes. The characteristics Alice choose for Node Properties are fitted for the chosen topology with more computational power for front-end Nodes by increasing amount of Cores, and increased Disk for back-end Node. All Properties are optional and thus Alice does not have to define them all. With this model Alice can initialize provisioning by calling build on CloudMLEngine, and this will start the asynchronous job of configuring and creating Nodes. When connecting front-end instances of BankManager to back-end instances Alice must be aware of the back-ends PrivateIP address, which she will retrieve from CloudML during provisioning according to models@run.time (M@RT) approach. RuntimeInstance is specifically designed to complement Node with RuntimeProperties, as Properties from Node still contain valid data. When all Nodes are provisioned successfully and sufficient metadata are gathered Alice can start the deployment, CloudML has then completed its scoped task of provisioning. Alice could later decide to use another provider, either as replacement or complement to her current setup, because of availability, financial benefits or support. To do this she must change the provider name in Account and call build on CloudMLEngine again, this will result in an identical topological setup on a supported provider.

Implementation. CloudML is implemented as a proof of concept framework [6] (from here known as cloudml-engine). Because of Java popularity we wrote cloudml-engine in a JVM based language with Maven as build tool. Cloudml-engine use jclouds.org library to connect with cloud providers, giving it support for 24 providers out of the box to minimize complexity as well as stability and robustness.

We represent in Fig. 3 the provisioning process implemented in the CloudML engine, using a sequence diagram. Provisioning nodes is by nature an asynchronous action that can take minutes to execute, therefore we relied on the actors model [9] using Scala actors. With this asynchronous solution we got concurrent communication with nodes under provisioning. We extended the model by adding a callback-based pattern allowing each node to provide information on property and status changes. Developers exploring our implementation can then choose to “listen” for updating events from each node, and do other jobs / idle while the nodes are provisioned with the actors model. We have divided the terms of a node before and under provisioning, the essential is to introduce M@RT to achieve a logical separation. When a node is being propagated, it changes type to RuntimeInstance, which can have a different state such as Configuring, Building, Starting and Started. When a RuntimeInstance reaches Starting state the provider has guaranteed its existence, including the most necessary metadata, when all nodes reaches this state the task of provisioning is concluded.
4 First Experiments: Sketching Validation

Our objective here is to sketch the validation of the CloudML framework, by supporting the provisioning of several nodes into multiple clouds. To start the validation of the approach and the implemented tool, we provisioned the BankManager application using different topologies in Fig[1(a), 1(c)]. The implementation uses JavaScript Object Notation (JSON) to define templates as a human readable serialisation mechanism. The lexical representation of Fig. 1(a) can be seen in Listing 1.1. The whole text represents the Template of Fig. 2 and consequently “nodes” is a list of Node from the model. JSON is textual which makes it shareable as files. We implemented it so once such a file is created it can be reused (reproducibility) on any supported provider (multi-cloud).

```
1 { "nodes": [
2     { "name": "testnode" }
3   ]
4 }
```

Listing 1.1. One single node (topology: Fig. 1(a))
The topology described in Fig. 1(c) is represented in Listing. 1.2, the main difference from Listing. 1.1 is that there are two more nodes and a total of five more properties. The characteristics of each node are carefully chosen based on each nodes feature area, for instance front-end nodes have more computation power, while the back-end node will have more disk. The key idea is that the meta-model is extensible, and can support new properties in the language thanks to the extension of the Property class.

```json
{
    "nodes": [
        {
            "name": "frontend1",
            "minRam": 512,
            "minCores": 2
        },
        {
            "name": "frontend2",
            "minRam": 512,
            "minCores": 2
        },
        {
            "name": "backend",
            "minDisk": 100
        }
    ]
}
```

Listing 1.2. Three nodes (topology: Fig. 1(c))

5 Related Work

There already exists scientific research projects and technologies which have similarities to CloudML both in idea and implementation. First we will present three scientific research projects and their solutions, then we will introduce pure technological approaches. We also discuss how our approach differ from theres.

One project that bears relations to ours is mOSAIC [12] which aims at not only provisioning in the cloud, but deployment as well. They focus on abstractions for application developers and state they can easily enable users to “obtain the desired application characteristics (like scalability, fault-tolerance, QoS, etc.)” [11]. The strongest similarities to CloudML are (i) multi-cloud with their API [11], (ii) meta-data dependencies since they support full deployment and (iii) the robustness through fault-tolerance. The mOSAIC project works at a code-based level. Thus, it could not benefit from the use of models as interoperability pivot with other tools, to ensure verification for example. The M@RT dimension advocated by CloudML also tames the complexity of the technological stack to be used from an end-user point of view. However, model transformation can be designed from CloudML provisioning models to target the mOSAIC API, thus benefiting of the multi-cloud capabilities offered by the mOSAIC platform. Reservoir [14] is another project that also aim at multi-cloud. The other goal of this project is to leverage scalability in single providers and support built-in Business Service Management (BSM), important topics but not directly related to our goals. CloudML follows the same underlying approach, but brings the model@run.time dimension, considering that the keystone of such
an approach should be at the model level. Vega framework [8] is a deployment framework aiming at full cloud deployment of multi-tier topologies, they also follow a model-based approach. Contrarily to Vega, CloudML supports multi-cloud provisioning.

There are also distinct technologies that bear similarities to CloudML. None of AWS CloudFormation and CA Applogic are model-driven, and actually focus on their own specificities to ensure vendor lock-in. Access to run-time data is bound to specific interface, where CloudML advocate a M@RT representation of the system, supporting reasoning at a higher level of abstraction. Others are plain APIs supporting multi-cloud such as libcloud, jclouds and DeltaCloud. The last group are projects that aim specifically at deployment, making Infrastructure-as-a-Service (IaaS) work as Platform-as-a-Service (PaaS) like AWS Beanstalk and SimpleCloud. The downside about the technical projects are their inability to solve all of the challenges that CloudML aims to address, but since these projects solve specific challenges it is appropriate to utilize them. Cloudml-engine leverages on jclouds in its implementation to support multi-cloud provisioning, and future versions can utilize it for full deployments.

6 Conclusions & Perspectives

In this paper, we presented the initial version of CloudML, a cloud modelling language used to model the resources that a given application can require from existing clouds. The approach is defined as a meta-model, associated to a reference implementation using the Scala language. This reference implementations is connected to several cloud providers, and we described preliminary experiments that address major cloud providers: Amazon EC2 and Rackspace.

The first perspective of this work is to emphasise its validation. In the context of the REMICS project, our partners provide us several case studies (tourism, banking, scientific computation) that require the provisioning of resources in the clouds. As CloudML is a platform-independent meta-model to support cloud resource provisioning, one can consider it as a target of a model transformation. This point will be investigated in the context of REMICS: the migration chain results in SOAML models, to be deployed on provisioned resources. We are also interested in refining the set of properties available in the CloudML meta-model to properly categorise the available resources (as for now this mechanism is limited and can lead to sub-optimal provisioning). For now, we focus our effort on computational power, but other dimensions of clouds (e.g., data location, costs) should be taken into account at the CloudML level. The next challenge to be tackled by the CloudML environment is to model the complete deployment of cloud-applications. By coupling the current version of CloudML with an architecture description language, it will be possible to model the needed resources and the deployment plan to be followed to support the automated deployment of the application.
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