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Main goal 

1)  Exploit medico-administrative data collected by hospitals (EHR) 

2) Do it on computer equipment  

•  at a lower cost to be able to be installed in the hospitals and exploit the 
data directly on their place of production (preservation of privacy) 

•  at low energy footprint 

3) Propose an entire workflow based on artificial neural networks approach 

 

1. Source: Doctor AI: Predicting Clinical Events via Recurrent Neural Networks. By Edward Choi et al. Machine Learning for Healthcare 2016. 
2. Source: ICLR 2018: International Conference on Learning Representations. 
3. Source: Exascale Computing Study: Technology Challenges in Achieving Exascale Systems. Peter Kogge, Editor & Study Lead, Darpa 2008. 
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dIAgnoseNet: Framework to Build a Full Deep Neural Networks Workflow 

Stage 1. 
Data-mining stage & 
Feature extraction: 
Driving EHRs to build a binary  
phenotype representation. 

Eventualy Stage 2. 
Unsupervised stage: 
Mapping the Binary Patient PR. 
to get a new space call Deep Patient 
(or Latent Representation) 
Using Stacked Denoising Autoencoders. 

Stage 3. 
Supervised stage: 
Labelling Medical Target and 
training the Latent Representation 
by ML algorithms and ANN for 
classification and prediction of 
patient's disease. 

1. Adapted from: Deep Patient: An Unsupervised Representation to Predict the Future of Patients from the Electronic Health Records. By Riccardo Miotto et al. SCIENTIFIC REPORTS, 2016. 
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Case of Study: Predict the Medical Future of Patients from EHRs 

Medical Targets at ICU in PACA 
MT-1: Predict the ‘Major Clinical Category’ from demographic, 
admission detail, diagnosis information 

MT-3: Predict the ‘Patient Destination’ (home, transfer or death) 
and the ‘length of hospitalization stay’ from demographic, 
admission detail, diagnosis information, primary morbidity and 
clinical procedures. 

MT-2: Predict the ‘Clinical Procedures’ from demographic, 
admission detail, diagnosis information and primary morbidity 

EHR is a iterative procedure 
•  1 entry by week 

•  Medico-administrative information used by government to give 
money back to hopital 
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Stage 1. dIAgnoseNet Data-mining  

Dynamic API  

To Drive the Binary Patient Phenotype Representation (BPPR) 

By Feature Extraction From Electronic Health Records. 
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BPPR extraction from integrated database 

Dynamic API  
To Drive the Binary Patient Phenotype Representation (BPPR) 

By Feature Extraction From Electronic Health Records. 

Data Split 
Point: 

•  Selection of a feature set à { Xi, … } 
•  Selection of an entre set (12,7 % - 100 K entries) 
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Stage 2. dIAgnoseNet Unsupervised Embedding 

 For Mapping the BPPR Through  

Unsupervised Stacked Denoising Autoencoder to get  

a New Encoded Space of Patient Phenotype (Latent Representation) 

1. Adapted from Stacked Denoising Autoencoders: Learning Useful Representations in a Deep Network with a Local Denoising Criterion. By Pascal Vincent et al. 2010 
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dIAgnoseNet Unsupervised Embedding: Experiments to Predict the First Medical Target 

 For Mapping the BPPR Through  
Unsupervised Stacked Denoising Autoencoder to get  

a New Encoded Space of Patient Phenotype (Latent Representation) 
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Stage 3. dIAgnoseNet Supervised Learning 

Training the BPPR and LPPR by Random Forest Algorithm 

To Classify the Inpatients Major Clinical Category 

At Intensive Care Unit in PACA Region. 

2007-2008 
without 
reeduca-
tion time 
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Summary Results to Predict the ‘Major Clinical Category’  

1) Reeducation time do not help us for classification 

2)  Auto-encoding stage do not modify the accuracy 

3)  Auto-encoding stage reduce the classification time 
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Summary Results to Predict the ‘Major Clinical Category’  

3)  But auto-encoding stage is very long 
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How can we train large, powerful models fastly? 

1. Adapted from Large Scale Distributed Deep Networks. By Jeffrey Dean et al. NIPS 2012 



Exploit many kinds of parallelism 
 
1.  Data parallelism 

Fit large amout of data 
+ Speeds up the training. 
+ Good for forward pass (independent) 
- I/O Intensive. 

- Backpropagation requires all-to-all communication only when accumulating 
results 

- Requires allocation of all parameters on each processor  

+ Synchronous 
N replicas equivalent to an N times larger batch size 
Pro: No noise 
Con: Less fault tolerant (requires some recovery if any single machine fails) 

 vs. Asynchronous. 
Con: Noise in gradients 
Pro: Relatively fault tolerant (failure in model replica doesn’t block other replicas) 
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How can we train large, powerful models fastly? 

1. Adapted from Large Scale Distributed Deep Networks. By Jeffrey Dean et al. NIPS 2012 



Exploit many kinds of parallelism 
 
2.  Model parallelism 

Fit large model 
+ Parameters can be divided across processors 
- Mini-batch has to be copied to all processors 
- Back propagation requires all-to-all communication every layer  
+ Distributed execution of tasks 
+ Task scheduling on computational resources 
 

3.  Or Hybrid approach : M asynchronous groups of N synchronous replicas 

On top of distributed architecture 
•  Cluster of Jetson 

In order to produce a predictive model 
à Which approach will be better for a given dataset size + neural network 
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1. Adapted from Large Scale Distributed Deep Networks. By Jeffrey Dean et al. NIPS 2012 

How can we train large, powerful models fastly? 
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Jetson Cluster 
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