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KeywordsKeywords

Computer vision, data representation, film analysis

LocationLocation

Laboratoire I3S, Université Côte d'Azur, CNRS Sophia Antipolis

SupervisorsSupervisors

Lucile Sassatelli, Maîtresse de conférences HDR, IUF, Université Côte d'Azur, CNRS I3S, https://www.i3s.univ-cotedazur.fr/~sassatelli/
Hui-Yin Wu, Chargée de recherche (ISFP), Inria, https://www-sop.inria.fr/members/Hui-Yin.Wu/

ContactContact

lucile.sassatelli@univ-cotedazur.fr , +33 4 89 15 43 47
hui-yin.wu@inria.fr, + 33 4 92 38 79 28

DurationDuration

3 to 6 months

TargetTarget

Level: M1

SalarySalary

French internship gratification (ca. 600€/month)

To applyTo apply

Send CV, master and bachelor transcripts to above email addresses

DescriptionDescription

This internship lies in the framework of ANR TRACTIVE, which is a national-funded project that regroups researchers from computer science, media studies,
linguistics, and gender studies for the understanding of gender representation in visual media such as film. We integrate AI, linguistics, and qualitative media analysis
in an iterative approach that aims to pinpoint the multimodal discourse patterns of gender in film, and quantitatively reveal their prevalence.

The objective of this internship is to provide crucial support at the beginning of the project to establish a workflow for the collection, curation, and analysis of film and
video data [1,5].

This project offers hands-on experience on a wide variety of multimedia processing tools, experience in developing code for deployable and open frameworks, and the
opportunity to work on a project of large scale and strong societal impact. Specifically, it will involve the following steps:

1. Extraction of scene elements: survey and test of existing models for character tracking and identification [2], object detection and tracking [3], human pose
estimation [4].

2. Extraction of cinematographic elements [5,8]: survey and test of existing models for 3D camera motion type and camera pose [1,6,8], shot-type detection [7],
frame layering estimation [8].

Pre-requisitesPre-requisites

Mandatory:

Excellent level of Python programming
A background in machine learning

Highly recommended

Good knowledge of methods for image segmentation and analysis
Knowledge on building and maintaining databases
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