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Description: 

Immersive environments such as Virtual Reality (VR) are developping fast. For many problems related to these environments (video
compression, transmission, editing in films or guidance in games), it is crucial to understand and predict where the user is going to
turn to or look at. This corresponds to a trajectory prediction problem, common to other domains such as autonomous driving
(requiring to predict car and pedestrian trajectories). 

This prediction problem involves heterogeneous high-dimensional input data with the video content watched by the user, and their
past motion. A number of works have tackled this problem [1,2,3]. Yet, their performance is far from satisfactory because they do
not consider a key charactaristic of the human data: for the same input (past trajectory and video content), there can be different
output future trajectories. This is known as the diversity of the problem, and confuses the training which can quickly lead to
overfitting. 

Objective: Investigate (design, implementation and evaluation) deep variational methods able to provide diverse predictions of
future trajectories of users watching 360° videos. 

To do so, successive steps will be taken: 

1. Step 1: The main methods available in the literature for Dynamical Variational Auto-Encoders (DVAE) will be reviewed [4],
focusing on the key concepts of Variational Recurrent Autoencoders (VRAE) [5] and Stochastic Recurrent Neural Networks
(SRNN) [6].

2. Step 2: Mastering the available code of single future prediction based on TRACK introduced in [3].

3. Step 3: Investigation of multiple future prediction considering DVAE framework to extend the architecture of TRACK,
analyzing the meaning of the latent space. Approaches of Factorial Hierarchical VAE (FHVAE) [7] will be considered to
disentangle user-related and video-related features impacting the motion. 

Requirements: 

Strong background in Machine Learning, Deep Learning and Statistics
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Strong background in Machine Learning, Deep Learning and Statistics

Language/tools: Python, Keras, Tensorflow, PyTorch, OpenCV 
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